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This thesis concentrates on the extreme value theory of measurable stationary symmetric

non-Gaussian stable random fields and its connection to the length of memory for both

discrete and continuous parameter cases.

Firstly, we establish a connection between the structure of a stationary symmetric

α-stable (0 < α < 2) discrete parameter random field {Xt}t∈Zd and ergodic theory of

non-singular Zd-actions, elaborating on a previous work by Rosiński (2000). With the

help of this connection, we study the sequence of extreme values Mn := max‖t‖∞≤n, t≥0 |Xt|

of the field. Here, t ≥ 0 means all the co-ordinates of t are nonnegative. Depending on

the ergodic theoretical and group theoretical structures of the underlying Zd-action, we

observe different kinds of asymptotic behavior of this sequence of extreme values. In

the discrete-parameter case, we also consider the point process sequence
{∑
‖t‖∞≤n δb−1

n Xt
:

n ≥ 1
}

for a suitable choice of scaling sequence bn ↑ ∞. If the random field is generated

by a dissipative Zd-action then this point process sequence converges weakly to a cluster

Poisson process with bn = nd/α. For the conservative case, we look at a specific class of

stable random fields for which the exact effective dimension p ≤ d is known. For this

class of random fields, using bn = np/α and normalizing the point process itself we get,

as weak limit, a random measure which is not a point process.

For the continuous-parameter case, we first develop the notions of conservativity and

dissipativity of nonsingular Rd actions and use them to obtain the continuous-parameter

analogues of the structure results presented in the discrete case with the assumption that

the random field {Xt}t∈Rd is measurable. We also observe that any stationary measurable



random field is continuous in probability, which is then applied to compute the rate of

growth of the maxima of the random field as the parameter t takes values in increasing

boxes. As in the discrete parameter case, we notice different rates of growth of the

maxima depending on the ergodic theoretic nature of the underlying Rd-action. It can

be argued, in both discrete and continuous-parameter cases, that this change of rate is

governed by the length of memory of the field.
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Chapter 1

Introduction

Random fields are stochastic processes indexed by multidimensional sets (e.g., Zd, Rd,

manifolds, etc.). They arise in modeling of any kind of spatial data (e.g., agricultural

data, weather data, data on brain mapping, image science, etc.). Many of these data sets

show heavy tails in their distributions. Since non-Gaussian stable distributions form

an important class of such distributions, stable random fields become very useful for

modeling spatial data with heavy tails. In this thesis, we will consider both discrete

and continuous-parameter (indexed by Zd and Rd respectively) stationary symmetric

non-Gaussian stable random fields and study their properties.

A random variable X is said to follow a symmetric α-stable (SαS ) distribution with

scale parameter σ > 0 if

E(eiθX) = e−σ
α |θ|α for all θ ∈ R.

Here 0 < α ≤ 2. When α = 2 this reduces to a Gaussian distribution. We will concen-

trate on the non-Gaussian case, and hence, assume that 0 < α < 2, unless mentioned

otherwise. In this case, α can be regarded as the tail parameter because

P
(
|X| > λ

)
∼ Cασ

αλ−α as λ→ ∞ ,

where Cα is a constant (depending on α) known as the stable tail constant. In particular,

for 0 < α < 2, we have

E|X|p < ∞ for any 0 < p < α ,

E|X|p = ∞ for any p ≥ α .

See, for example, Feller (1971) and Samorodnitsky and Taqqu (1994) for further refer-

ence on SαS distributions and processes.
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For T = Z or R, {Xt}t∈T d is called a symmetric α-stable (SαS ) random field if for

all c1, c2, . . . , ck ∈ R, and t1, t2, . . . , tk ∈ T d,
∑k

j=1 c jXt j follows a symmetric α-stable

distribution. A random field {Xt}t∈T d is called stationary if

{Xt}
d
= {Xt+s} for all s ∈ T d .

Stationarity means that the law of the random field is invariant under the action of the

group of shift transformations on the index-parameter t ∈ T d.

1.1 Integral Representation and Structure Results

It has been known since Bretagnolle et al. (1966) and Schreiber (1972) that a measurable

stationary SαS random field, {Xt}t∈T d , has an integral representation of the type

Xt
d
=

∫
S

ft(s)M(ds), t ∈ T d , (1.1.1)

where M is a SαS random measure on some standard Borel space (S ,S) with σ-finite

control measure µ and ft ∈ Lα(S , µ) for all t ∈ T d. See also Schilder (1970), Kuelbs

(1973), and Samorodnitsky and Taqqu (1994). The structure of measurable stationary

SαS random fields was studied in detail by Rosiński (1995) for d = 1 and Rosiński

(2000) for a general d ≥ 1, where using certian rigidity properties of spaces Lα, 0 < α <

2, it was established that for such random fields { ft} in (1.1.1) can be chosen to be of the

form

ft(s) = ct(s)
(
dµ ◦ φt

dµ
(s)

)1/α

f ◦ φt(s), t ∈ T d , (1.1.2)

where f ∈ Lα(S , µ), {φt}t∈T d is a nonsingular group action of the group T d on (S , µ)
(
i.e.,

(t, s) 7→ φt(s) is a measurable map T d × S → S such that φu+v(s) = φu
(
φv(s)

)
, φ0(s) = s

and µ ∼ µ ◦ φt for all u, v, t ∈ T d), and {ct}t∈Zd is a measurable cocycle for {φt} taking

values in {−1,+1}
(
i.e., (t, s) 7→ ct(s) is a measurable map T d × S → {−1,+1} such that
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for all u, v ∈ T d, cu+v(s) = cv(s)cu
(
φv(s)

)
for µ-a.a. s ∈ S

)
. Conversely, if { ft} is of

the form (1.1.2) then {Xt} defined by (1.1.1) is a stationary SαS random field. See, for

example, Aaronson (1997), Varadarajan (1970), and Zimmer (1984) for discussions on

nonsingular (also known as quasi-invariant) group actions.

Using the integral representation (1.1.1) of the form (1.1.2) a unique in law decom-

position of {Xt} into three independent stationary SαS random fields was obtained in

Rosiński (2000), namely,

Xt
d
= X(1)

t + X(2)
t + X(3)

t , t ∈ T d ,

where {X(1)
t }t∈T d is a superposition of moving averages (the so-called mixed moving av-

erage in the terminology of Surgailis et al. (1993)), {X(2)
t }t∈T d is a harmonizable random

field, and {X(3)
t }t∈T d is a stationary SαS random field with no mixed moving average or

harmonizable component. In the one-dimensional case (Rosiński (1995)) this decom-

position was connected to the ergodic theory of nonsingular flows (see, for example,

Aaronson (1997) and Krengel (1985)) using Krengel’s theorem classifying dissipative

flows (see Krengel (1969)). However, this connection was missing in the d > 1 case

because of the unavailability of Krengel’s theorem. In this work, we have been able to

remove this obstacle elaborating on Theorem 2.1 in Rosiński (2000). In particular, we

have been able to extend Theorems 4.1 and 4.4 in Rosiński (1995) to the d > 1 case. In

the discrete-parameter case, these results have obvious extensions to the stationary SαS

random fields indexed by countable groups.

Using the language of positive-null decomposition of nonsingular flows (see Sec-

tion 1.4 in Aaronson (1997) and Section 3.4 in Krengel (1985)) another decomposition

of measurable stationary SαS processes was obtained in Samorodnitsky (2005) and this

decomposition was used to characterize the ergodicity of such a process. Decomposi-

tions based on ergodic theory of nonsingular flows were also obtained for self-similar
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SαS mixed moving average processes (with stationary increments) in Pipiras and Taqqu

(2002a) and Pipiras and Taqqu (2002b). The random field analogues of these decompo-

sition results are still unknown.

1.2 Long Range Dependence and Extreme Value Theory

Long range dependence (also known as long memory), a property observed in many real

life processes, refers to dependence between observations Xt far separated in t. Histori-

cally, it was first observed by the famous British hydrologist Harold Edwin Hurst, who

noticed an empirical phenomenon (now known as the Hurst phenomenon; see Hurst

(1951) and Hurst (1955)) while looking at measurements of the water flow in the Nile

river. In the 1960s a series of papers of Benoit Mandelbrot and his co-workers tried

to explain the Hurst phenomenon using long range dependence. See Mandelbrot and

Wallis (1968) and Mandelbrot and Wallis (1969). From then on processes having long

memory have been used in many different areas including but not limited to economics,

internet modelling, climate studies, linguistics, DNA sequencing, etc. For example,

recent statistical data for financial markets and network traffic suggests use of models

having long memory. See Lobato and Velasco (2000), and Willinger et al. (2003). For a

detailed discussion on long range dependence, see Samorodnitsky (2007) and the refer-

ences therein.

Surprisingly, very few of these publications gives a formal definition of long range

dependence. Even if definitions are given, they vary from author to author. Most of the

classical definitions of long range dependence appearing in the literature are based on

the second-order properties (e.g., covariances, spectral density, and variances of partial

sums, etc.) of stochastic processes mainly because of their simplicity and statistical
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tractability. For example, one of the most widely accepted definitions of long range

dependence for a stationary Gaussian process is the following: we say that a stationary

Gaussian process has long range dependence if its correlation function decays slowly

enough to make it not summable. In the heavy tails context, however, this definition

becomes ambiguous because the correlation function may not even exist in the heavy

tails case and even if it exists it may not have enough information about the dependence

structure of the process. Covariance-like functions have been tried (see, for example,

Astrauskas et al. (1991), Maejima and Yamamoto (2003), and Magdziarz (2005)) but

their usefulness seems to be limited.

In the context of stationary SαS processes (0 < α < 2), instead of looking for a

substitute for correlation function, Samorodnitsky (2004a) suggested a new approach

through phase transition phenomena as follows: Suppose that (Pθ, θ ∈ Θ) is a family of

laws of a stationary stochastic process, where θ is a parameter of the process lying in a

parameter space Θ. If Θ can be partitioned into Θ0 and Θ1 in such a way that a signifi-

cant number of functionals acting on the sample paths of this stochastic process change

dramatically as we pass from Θ0 to Θ1, then this phase transition can be thought of as

a change from short memory to long memory. In the aforementioned papers, the partial

maxima of measurable stationary SαS processes and its rate of growth are considered

(see Samorodnitsky (2004a) for the discrete parameter case and Samorodnitsky (2004b)

for the continuous parameter case) and a transition boundary is observed based on the

ergodic theoretical properties of a highly infinite-dimensional parameter of the process,

namely the underlying group action {φt} as in (1.1.2).

Motivated by the classical extreme value theory and the approach to long range

dependence mentioned above, we look at the partial maxima sequence

Mn = max
‖t‖∞≤n, t≥0

|Xt| , n = 1, 2, 3, . . .

5



for the discrete-parameter case, and the maxima process

Mτ = sup
‖t‖∞≤τ, t≥0

|Xt| , τ > 0

for the continuous-parameter case with the assumption that the random field is locally

bounded (i.e., Mτ < ∞ with probability 1 for all τ > 0). Here t ≥ 0 means all the co-

ordinates of t are nonnegative. In the continuous-parameter case, we first establish that

any stationary measurable random field is continuous in probability and then use a sep-

arable version of the field to define Mτ without running into any measurability problem.

This continuity result follows from Banach’s theorem for Polish groups (see Section 1.6

in Aaronson (1997)). In the d = 1 case, the corresponding result for measurable pro-

cesses with stationary increments was proved by Surgailis et al. (1998) using a result of

Cohn (1972).

We estimate the rate of growth of Mn and Mτ as well as compute their scaling limit

whenever the exact rate of growth is known. In the one-dimensional case, similar re-

sults are presented for certain Gaussian processes and diffusion processes in Leadbetter

et al. (1983) and Berman (1992). Some more recent general results can be found in

Albin (1990). Following the arguments in Samorodnitsky (2004a) and Samorodnitsky

(2004b) and using the structure results of SαS random fields, we get that the above par-

tial maxima grow at a rate nd/α (τd/α in the continuous parameter case) if the underlying

group action is not conservative (see, for example, Aaronson (1997)) and in this case the

scaling limit of the maxima happens to be a Frechet-type extreme value random variable

as in the iid case. Hence this case can be regarded as the short memory case. On the

other hand, when the group action {φt} in (1.1.2) is conservative, in general, we can only

prove the maxima to grow slower than nd/α (τd/α in the continuous parameter case). This

slow growth rate of this partial maxima can be explained by the presence of long range

dependence in the random field in parallel to Slepian’s Lemma (see Slepian (1962)) in

the Gaussian case. These results are proved without referring to Maharam’s Theorem
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(see Maharam (1964)), which is unavailable in the d ≥ 2 case.

For stationary SαS discrete-parameter random fields generated by conservative ac-

tions, we make further investigations on the actual rate of growth of the partial maxima

sequence Mn using the theory of finitely generated abelian groups (see, for example,

Lang (2002)) together with counting of the number of lattice points in dilates of rational

polytopes (see De Loera (2005)). In general, it is easy to observe as in the d = 1 case,

Samorodnitsky (2004a), that this rate of growth can be pretty much anything slower than

nd/α depending on the underlying action and the function f . In some cases, viewing the

action as a group of nonsingular transformations and studying the algebraic structure of

this group we can obtain the effective dimension p ≤ d of the random field, which gives

us better ideas about the rate of growth of the partial maxima as well as the length of

memory of the random field.

1.3 Connections to Point Processes

A point process is a random distribution of points in space. Formally, it can defined as

a random element in the space of Radon point measures on some locally compact topo-

logical space E (the space where the points live) with a countable base. For a thorough

understanding of many structural results in extreme value theory, knowledge of point

processes in essential. Weak convergence of point processes along with a clever use of

the continuous mapping theorem is a very widely accepted and immensely useful tech-

nique to prove various limit theorems for extremes and other functionals of a stochastic

process. See, for example, Resnick (1987) for a discussion on point processes and their

use in extreme value theory. See also Neveu (1977) and Kallenberg (1983).

We are interested in the weak convergence of the sequence of point processes on

7



E = [−∞,∞] − {0}

Nn =
∑
‖t‖∞≤n

δb−1
n Xt

, n = 1, 2, 3, . . . (1.3.1)

induced by the discrete-parameter stationary SαS random field {Xt} with an appropriate

choice of scaling sequence bn ↑ ∞. Here δx denotes the point mass at x. For d = 1, this

was considered by Resnick and Samorodnitsky (2004) and it was shown that the point

process sequence can have diverse behavior depending on the ergodic theoretical nature

of of the underlying group action. When the action is dissipative (see Aaronson (1997))

the point process sequence (1.3.1) converges to a cluster Poisson process with bn =

n1/α, whereas no general result is known in the one-dimensional case when the action

is conservative. Cluster Poisson processes were obtained as weak limits also for the

point processes induced by stationary stochastic processes with the marginal distribution

having regularly varying tail probabilities as long as the the stationary process satisfies

some mild mixing conditions (see Davis and Hsing (1995)) or it is a moving average

(see Davis and Resnick (1985)). See also Mori (1977) for various possible weak limits

of a two-dimensional point process induced by strong mixing sequences.

In the general case d ≥ 1, the random field generated by dissipative actions show

the exact same behavior as in the one-dimensional case, namely, Nn converges to a

cluster Poisson process with bn = nd/α. This limiting behavior of the point process

even when the dependence structure is no longer weak or local reflects the fact that

the memory of the random field is short. For the long memory case, (i.e., when the

underlying group action is conservative) we can comment on the limiting behavior of

Nn provided the exact intrinsic dimension p ≤ d of the field is known so that we can

use a scaling sequence bn = np/α. Long memory of the random field leads to clustering

of observations with really large cluster size. Hence, we need to normalize the point

process itself in order to ensure weak convergence. (See also Example 4.2 in Resnick

and Samorodnitsky (2004).) This normalized point process sequence can be shown to

8



converge weakly to a random measure which is not a point process using group theory

and some basic counting arguments. In other words, we observe a phase transition

phenomenon for the point process sequence which can also be regarded as a transition

from short memory to long memory.

1.4 Outline of Dissertation

As mentioned earlier, we study the properties of stationary symmetric α-stable (0 < α <

2) random fields in this thesis. In Chapter 2 and 3 we discuss the discrete-parameter

fields and the continuous-parameter case is considered in Chapter 4.

In Chapter 2 we establish a connection between the structure of a stationary symmet-

ric α-stable discrete-parameter random field and ergodic theory of non-singular group

actions, elaborating on a previous work by Rosiński (2000). With the help of this con-

nection, we study the extreme values of the field over increasing boxes. Depending

on the ergodic theoretical and group theoretical structures of the underlying action, we

observe different kinds of asymptotic behavior of this sequence of extreme values.

Chapter 3 deals with the point process (1.3.1) induced by the random field and its

weak convergence. We consider two cases depending on whether the underlying group

action is dissipative or conservative. In the dissipative case we establish that the point

process converges to a cluster Poisson process following verbatim the proof in the d = 1

case in Resnick and Samorodnitsky (2004). Due to longer memory in the conservative

case, the points cluster so much that we need to normalize the point process itself in

order to ensure weak convergence. This normalized point process sequence converges

weakly to a random measure but not a point process provided we know the exact effec-

tive dimension of the random field.

9



We first develop the theory of nonsingular Rd-actions in Chapter 4 and then use

it to describe the structure of measurable stationary symmetric α-stable continuous-

parameter random fields in parallel to the discrete-parameter case. In this chapter, we

also estimate the rate of growth of the extreme values of the field over increasing hyper-

cubes.
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Chapter 2

Discrete Parameter Fields

2.1 Introduction

In this chapter we study the structure of stationary symmetric α-stable discrete-

parameter non-Gaussian random fields and their long range dependence. Recall that

a random field {Xt}t∈Zd is called a symmetric α-stable (SαS ) random field if for all

c1, c2, . . . , ck ∈ R, and t1, t2, . . . , tk ∈ Zd,
∑k

j=1 c jXt j follows a symmetric α-stable dis-

tribution. In this chapter we will concentrate on the non-Gaussian case, and hence, we

will assume 0 < α < 2, unless mentioned otherwise. For further reference on SαS dis-

tributions and processes the reader is recommended to read Samorodnitsky and Taqqu

(1994). A random field {Xt}t∈Zd is called stationary if

{Xt}
d
= {Xt+s} for all s ∈ Zd . (2.1.1)

Stationarity means that the law of the random field is invariant under the action of the

group of shift transformations on the index-parameter t ∈ Zd.

Our first task is to establish a connection between the ergodic theory of nonsingu-

lar Zd-actions (see Section 1.6 of Aaronson (1997)) and SαS random fields. Using the

language of the Hopf decomposition of nonsingular flows a decomposition of stationary

SαS processes was established in Rosiński (1995). For a general d > 1 a similar de-

composition of SαS random fields into independent components was given in Rosiński

(2000). We show the connection between this decomposition and ergodic theory. This

is done in Section 2.3, without referring to the Chacon-Ornstein theorem, which is un-

available in the case d > 1.

11



More generally, if (G,+) is a countable abelian group with identity element 0, then

a random field {Xt}t∈G is called G-stationary if (2.1.1) holds for all s ∈ G. Most of

the structure results in Section 2.3 have immediate analogs for G-stationary fields. We

will present these in details in Section 2.4. Even though our main interest lies with Zd-

indexed random fields, at a certain point in this chapter a more general group structure

will become important.

We use the connection with ergodic theory to study the rate of growth of the partial

maxima sequence {Mn} of the random field {Xt} as t runs over a d-dimensional hypercube

with an increasing edge length n. In the case d = 1 it has been shown in Samorodnitsky

(2004a) that this rate drops from n1/α to something smaller as the flow generating the

process changes from dissipative to conservative. One can argue that this phase transi-

tion qualifies as a transition between short and long memory. In this chapter we establish

a similar phase transition result for a general d ≥ 1.

In Section 2.5, we discuss the asymptotic behavior of a certain deterministic se-

quence which controls the size of the partial maxima sequence {Mn}. The treatment here

is different from the one-dimensional case due to unavailability of Maharam’s theorem

(see Maharam (1964)) in the case d > 1. In Section 2.6 we calculate the rate of growth

of partial maxima of the random field. We show that the rate of growth of Mn is equal

to nd/α if the group action has a nontrivial dissipative component, and is strictly smaller

than that otherwise.

We discuss connections with the group theoretical properties of the action in Section

2.7. For SαS random fields generated by conservative actions, we view the underlying

action as a group of nonsingular transformations and study the algebraic structure of

this group to get better estimates on the rate of growth of the partial maxima. Examples

illustrating how the maxima of a random field can grow are discussed in Section 2.8.
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2.2 Some Ergodic Theory

The details on the notions introduced in this section can be found, for example, in Aaron-

son (1997). Unless stated otherwise, the statements about sets (e.g., equality or disjoint-

ness of two sets) are understood as holding up to a set of measure zero with respect to

the underlying measure and all the groups are assumed to be abelian.

Suppose (S ,S, µ) is a σ-finite standard measure space and (G,+) is a countable

group with identity element 0. A collection of measurable maps φt : S → S , t ∈ G is

called a group action of G on S if

1. φ0 is the identity map on S , and

2. φu+v = φu ◦ φv for all u, v ∈ G .

A group action {φt}t∈G of G on S is called nonsingular if µ ◦ φt ∼ µ for all t ∈ G .

A set W ∈ S is called a wandering set for the action {φt}t∈G if {φt(W) : t ∈ G} is

a pairwise disjoint collection. The following result (see Proposition 1.6.1 of Aaronson

(1997)) gives a decomposition of S into two disjoint and invariant parts.

Proposition 2.2.1. Suppose G is a countable group and {φt} is a nonsingular action of

G on S . Then S = C ∪ D where C and D are disjoint and invariant measurable sets

such that

1. D =
⋃
t∈G

φt(W∗) for some wandering set W∗ ,

2. C has no wandering subset of positive measure.

13



D is called the dissipative part, and C the conservative part of the action. The action {φt}

is called conservative if S = C and dissipative if S = D .

An action {φt}t∈G is free if µ
(
{s ∈ S : φt(s) = s}

)
= 0 for all t ∈ G − {0}. Note

that this definition makes sense because (S ,S) is a standard Borel space and hence

{s ∈ S : φt(s) = s} ∈ S. The following result is a version of Halmos’ Recurrence

Theorem for a nonsingular action of a countable group.

Proposition 2.2.2. Let {φt} be a nonsingular action of a countable group G. If A ∈ S

and A ⊆ C, then ∑
t∈G

IA ◦ φt = ∞ a.e. on A.

Proof. Define

F := {s ∈ S : there exists t ∈ G, t , 0 such that φt(s) = s} .

Observe that F is {φt}-invariant. Restrict {φt} to S −F. Let C1 be the conservative part of

the restriction. It is easy to observe that A ∩ Fc ⊆ C1 for all A ⊆ C. Since the restricted

action is free by Proposition 1.6.2 of Aaronson (1997), we have

∑
t∈G

IA ◦ φt ≥
∑
t∈G

IA∩Fc ◦ φt = ∞ a.e. on A ∩ Fc.

Clearly, ∑
t∈G

IA ◦ φt = ∞ a.e. on A ∩ F.

This completes the proof. �

Recall that the dual operator of a nonsingular transformation T on S is a linear

operator T̂ on L1(S , µ) such that∫
S

T̂ f .gdµ =
∫

S
f .g ◦ Tdµ for all f ∈ L1(µ) and g ∈ L∞(µ) .

14



In particular, if T is invertible, then

T̂ f =
dµ ◦ T−1

dµ
f ◦ T−1 for all f ∈ L1(µ) ,

see Section 1.3 in Aaronson (1997). The following proposition, which is an extension of

Theorem 1.6.3 of Aaronson (1997) to not necessarily measure-preserving transforma-

tions, gives a description of the conservative part of a nonsingular group action {φt}t∈G

in terms of the operators φ̂t, t ∈ G for a countable group G.

Proposition 2.2.3. If G is a countable group and {φt} is a nonsingular action of G on S

then for all f ∈ L1(µ), f > 0,

C = {s ∈ S :
∑
t∈G

φ̂t f (s) = ∞} .

Proof. Fix f ∈ L1(µ), f > 0. We will first establish that

[
∑
t∈G

φ̂t f = ∞] ⊇ C .

If A ∈ S+ := {B ∈ S : µ(B) > 0} and ∑
t∈G

φ̂t f < ∞

on A, then there exists B ∈ S+ , B ⊆ A, such that∫
B
(
∑
t∈G

φ̂t f ) dµ < ∞.

It follows that ∫
S

f .(
∑
t∈G

IB ◦ φt) dµ < ∞,

whence, since f > 0 a.e., ∑
t∈G

IB ◦ φt < ∞ a.e.

and by Proposition 2.2.2, B ⊆ D. This proves that

[
∑
t∈G

φ̂t f = ∞] ⊇ C .
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Conversely, if W ∈ S+ is a wandering set, and f ∈ L1(µ), f > 0, then

∑
t∈G

φ̂t f < ∞ a.e. on W ,

since ∫
W

(
∑
t∈G

φ̂t f ) dµ =
∫

S
f .(

∑
t∈G

IW ◦ φt) dµ ≤‖ f ‖ < ∞.

Thus,

[
∑
t∈G

φ̂t f < ∞] ⊇ D . �

The following is an immediate corollary, particularly suitable for our purposes.

Corollary 2.2.4. If G is a countable group and {φt} is a nonsingular action of G then

[
∑
t∈G

dµ ◦ φt

dµ
f ◦ φt = ∞] = C for all f ∈ L1(µ), f > 0.

Proof. This follows from Proposition 2.2.3 and the fact that

φ̂t f =
dµ ◦ φt

−1

dµ
f ◦ φt

−1 =
dµ ◦ φt−1

dµ
f ◦ φt−1 . �

Note that, as mentioned earlier, the equalities of sets in Proposition 2.2.3 and Corol-

lary 2.2.4 above hold up to sets of µ-measure zero.

2.3 Stationary Symmetric Stable Random Fields

Suppose X = {Xt}t∈Zd is a SαS random field, 0 < α < 2. We know from Theorem 13.1.2

of Samorodnitsky and Taqqu (1994) that it has an integral representation of the from

Xt
d
=

∫
S

ft(s)M(ds), t ∈ Zd , (2.3.1)
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where M is a SαS random measure on some standard Borel space (S ,S) with σ-finite

control measure µ and ft ∈ Lα(S , µ) for all t ∈ Zd. Note that ft’s are deterministic

functions and hence all the randomness of X is hidden in the random measure M, and

the inter-dependence of the Xt’s is captured in { ft}. The representation (2.3.1) is called

an integral representation of {Xt}. Without loss of generality, we can also assume that

the family { ft} satisfies the full support assumption

Support
(

ft, t ∈ Zd
)
= S , (2.3.2)

because, if that is not the case, we can replace S by S 0 = Support
(
ft, t ∈ Zd) in (2.3.1).

If, further, {Xt} is stationary, then the fact that the action of the group Zd on {Xt}t∈Zd

by translation of indices preserves the law, and certain rigidities of spaces Lα, α < 2

guarantee existence of integral representations of a special form. We first introduce the

following

Definition 2.3.1. An integral representation { ft} ⊆ Lα(S ,S, µ) of a SαS random field

is said to be minimal if (2.3.2) holds, and for every B ∈ S there exists a C ∈ σ{ ft/ fτ :

t, τ ∈ Zd} such that µ(B∆C) = 0.

Existence of minimal representations was proved in Hardin (1982). In general, it is

rather difficult to verify whether a given representation is minimal. It has been estab-

lished in Rosiński (1995) for d = 1 and Rosiński (2000) for a general d that every

minimal representation of a stationary SαS random field is of the form

ft(s) = ct(s)
(
dµ ◦ φt

dµ
(s)

)1/α

f ◦ φt(s), t ∈ Zd , (2.3.3)

where f ∈ Lα(S , µ), {φt}t∈Zd is a nonsingular Zd-action on (S , µ) and {ct}t∈Zd is a mea-

surable cocycle for {φt} taking values in {−1,+1}, i.e., each ct is a measurable map

ct : S → {−1,+1} such that for all u, v ∈ Zd

cu+v(s) = cv(s)cu
(
φv(s)

)
for µ-a.a. s ∈ S .
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Conversely, if { ft} is of the form (2.3.3) then {Xt} defined by (2.3.1) is a stationary SαS

random field.

Although the integral representation of a SαS random field is not completely unique,

the following rigidity result is available in Remark 2.5 of Rosiński (1995).

Proposition 2.3.1. Let { f (i)
t }t∈Zd ⊆ Lα(S i,Si, µi), i = 1, 2 be two integral represen-

tations of a SαS random field {Xt} such that { f (1)
t } is minimal and { f (2)

t } satisfies⋃
t∈Zd Support( f (2)

t ) = S 2. Then there exists measurable functions Φ : S 2 → S 1 and

h : S 2 → R − {0} such that, for each t ∈ Zd ,

f (2)
t (s) = h(s) f (1)

t
(
Φ(s)

)
for µ2-a.a. s ∈ S 2 , (2.3.4)

and

µ1(A) =
∫
Φ−1(A)

|h(s)|αµ2(ds) for all A ∈ S1 . (2.3.5)

Remark 2.3.2. In the above proposition, (2.3.4) holds even if we drop the minimality

of { f (1)
t } (see Theorem 1.1 of Rosiński (1995)).

We will say that a stationary SαS random field {Xt}t∈Zd is generated by a nonsingular

Zd-action {φt} on (S , µ) if it has a integral representation of the form (2.3.3) satisfying

(2.3.2). With this terminology, we have the following extension of Theorem 4.1 in

Rosiński (1995) to random fields.

Proposition 2.3.3. Suppose {Xt}t∈Zd is a stationary SαS random field generated by a

nonsingular Zd-action {φt} on (S , µ) and { ft} is given by (2.3.3). Also let C andD be the

conservative and dissipative parts of {φt}. Then we have

C = {s ∈ S :
∑
t∈Zd

| ft(s)|α = ∞} mod µ, and

D = {s ∈ S :
∑
t∈Zd

| ft(s)|α < ∞} mod µ .

18



In particular, if a stationary SαS random field {Xt}t∈Zd is generated by a conservative

(dissipative, resp.) Zd-action, then in any other integral representation of {Xt} of the

form (2.3.3) satisfying (2.3.2), the Zd-action must be conservative (dissipative, resp.).

Hence the classes of stationary SαS random fields generated by conservative and dis-

sipative actions are disjoint.

Proof. Define g as

g(s) =
∑
u∈Zd

αu
dµ ◦ φu

dµ
(s)| f ◦ φu(s)|α ,

where αu > 0 for all u ∈ Zd and
∑

u∈Zd αu = 1.Clearly g ∈ L1 and by (2.3.2), g > 0 a.e. µ.

Since ∑
t∈Zd

dµ ◦ φt

dµ
(s)g ◦ φt(s) =

∑
t∈Zd

dµ ◦ φt

dµ
(s)| f ◦ φt(s)|α =

∑
t∈Zd

| ft(s)|α

we can use Corollary 2.2.4 to establish the first part of the proposition. For the second

part, let {ψt} be a Zd-action on (Y, ν) which also generates {Xt}t∈Zd . This means

gt = ut

(
dν ◦ ψt

dν

)1/α

g ◦ ψt , t ∈ Zd

is another representation of {Xt} satisfying the full support condition (2.3.2), where g ∈

Lα(Y, ν), and {ut}t∈Zd is a cocycle for {ψt}. We have to show {ψt} is conservative as well.

Since {φt} is conservative, by the first part of this proposition we have µ(S −C0) = 0

where

C0 := {s ∈ S :
∑
t∈Zd

| ft(s)|α = ∞} .

Since C0 is {φt}-invariant, we can restrict { ft}t∈Zd to C0. Call this restriction { f 0
t }t∈Zd . By

Remark 2.3.2 there exists measurable functions Φ : Y → C0 and h : Y → R − {0} such

that for each t ∈ Zd,

gt(y) = h(y) f 0
t
(
Φ(y)

)
for ν-a.a y .
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Since Φ(y) ∈ C0, we obtain for ν-a.a. y

∑
t∈Zd

|gt(y)|α = |h(y)|α
∑
t∈Zd

∣∣∣ ft
(
Φ(y)

)∣∣∣α = ∞ .
Hence {ψt} is a conservative Zd-action by another application of the first part of this

result. A proof in the case when {Xt} is generated by a dissipative Zd-action is similar.

�

As in the one-dimensional case, it follows that the test described in the previous

proposition can be applied to any full support integral representation of the process, not

necessarily that of a specific form.

Corollary 2.3.4. The stationary SαS random field {Xt}t∈Zd is generated by a conser-

vative (dissipative, resp.) Zd-action if and only if for any (equivalently, some) integral

representation (2.3.1) of {Xt} satisfying (2.3.2), the sum

∑
t∈Zd

| ft(s)|α

is infinite (finite, resp) µ-a.e. .

Proof. Fix a minimal representation { f (1)
t } ⊆ Lα(S 1, µ1) of {Xt} and apply Proposition

2.3.1 with { f (2)
t } = { ft}. Then, by (2.3.4) we have

F = Φ−1(F1) mod µ , (2.3.6)

where

F = {s ∈ S :
∑
t∈Zd

| ft(s)|α < ∞}, and

F1 = {s1 ∈ S 1 :
∑
t∈Zd

| f (1)
t (s1)|α < ∞} .
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Hence, by (2.3.5) and (2.3.6),∑
t∈Zd

| ft|
α = ∞ µ-a.e. ⇐⇒ µ(F) = 0

⇐⇒

∫
F
|h(s)|αµ(ds) = 0

⇐⇒ µ1(F1) = 0

⇐⇒
∑
t∈Zd

∣∣∣ f (1)
t

∣∣∣α = ∞ µ-a.e. .

Similarly we can show∑
t∈Zd

| ft|
α < ∞ µ-a.e. ⇐⇒

∑
t∈Zd

∣∣∣ f (1)
t

∣∣∣α < ∞ µ-a.e. ,

and since { f (1)
t } is of the form (2.3.3) and satisfies (2.3.2), this corollary follows from

Proposition 2.3.3. �

Proposition 2.3.3 also enables us to extend the connection between the structure of

stationary stable processes and ergodic theory of nonsingular actions (given in Rosiński

(1995)) to the case of stationary stable random fields. A decomposition of a stable

random field into three independent parts is available in Rosiński (2000). A connection

with the conservative-dissipative decomposition is still missing in the case of random

fields. Here we provide the missing link. A stable random field X is called a mixed

moving average if it can be represented in the form

X d
=

{∫
W×Zd

f (v, t + s) M(dv, ds)
}

t∈Zd

, (2.3.7)

where f ∈ Lα(W ×Zd, ν ⊗ l), l is the counting measure on Zd, ν is a σ-finite measure on

a standard Borel space (W,W), and the control measure µ of M equals ν ⊗ l (see Sur-

gailis et al. (1993) and Rosiński (2000)). The following result gives another equivalent

characterization of stationary SαS random fields generated by dissipative actions.

Theorem 2.3.5. Suppose {Xt}t∈Zd is a stationary SαS random field. Then, the following

are equivalent:
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1. {Xt} is generated by a dissipative Zd-action.

2. For any integral representation { ft} of {Xt}, we have∑
t∈Zd

| ft(s)|α < ∞ for µ-a.a. s.

3. {Xt} is a mixed moving average.

Proof. 1 and 2 are equivalent by Corollary 2.3.4, and 2 and 3 are equivalent by Theorem

2.1 of Rosiński (2000). �

Theorem 2.3.5 allows us to describe the decomposition of a stationary SαS random

field given in Theorem 3.7 of Rosiński (2000) in terms of the ergodic-theoretical prop-

erties of nonsingular Zd-actions generating the field. The statement of the following

corollary is an immediate extension of the one-dimensional decomposition in Theorem

4.3 in Rosiński (1995) to random fields.

Corollary 2.3.6. A stationary SαS random field X has a unique in law decomposition

Xt
d
= XCt + XDt , (2.3.8)

where XC and XD are two independent stationary SαS random fields such that XD is a

mixed moving average, and XC is generated by a conservative action.

As in the one-dimensional case, it is possible to think of stable random fields gener-

ated by conservative actions as having longer memory than those generated by dissipa-

tive actions, simply because a conservative action “keeps coming back”, and so the same

values of the random measure M contribute to observations Xt far separated in t. From

this point of view, the Zd-action {φt} is a parameter (though highly infinite-dimensional)

of the stationary SαS random field {Xt} that determines, among others, the length of its

memory.
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2.4 Random Fields Indexed by Countable Groups

As mentioned before, all of the structure results of Section 2.3 extend immediately to

G-stationary random fields for countable abelian groups G more general than Zd. The

only place where an additional argument is needed is the equivalence of parts 2 and 3

in Theorem 2.3.5, with a G-mixed moving average defined in parallel to (2.3.7). This

equivalence needs an extension of Theorem 2.1 in Rosiński (2000) to general count-

able abelian groups. In this section we establish this extension following verbatim the

original proof.

Let (G,+) be a countable abelian group with identity element 0. Assume, in this

section, that X = {Xt}t∈G is a stationary SαS random field indexed by G. As in the Zd

case, X is called a mixed moving average if it can be represented in the form

X d
=

{∫
W×G

g(v, t + s) M(dv, ds)
}

t∈G
, (2.4.1)

where g ∈ Lα(W × G, ν ⊗ l), l is the counting measure on G, ν is a σ-finite measure

on a standard Borel space (W,W), and the control measure µ of M equals ν ⊗ l. The

following result is a generalization of Theorem 2.1 in Rosiński (2000) and characterizes

mixed moving averages indexed by countable abelian groups.

Theorem 2.4.1. Suppose { ft : t ∈ G} ⊂ Lα(S , µ) is an arbitrary integral representation

of X. Then X is a mixed moving average if and only if

∑
t∈G

| ft(s)|α < ∞ µ-a.e. . (2.4.2)

Proof. First we will prove the necessity of (2.4.2). Suppose that X has a representation

(2.4.1). Without loss of generality, we may assume that

Support
(

ft, t ∈ G
)
= S , (2.4.3)
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and ∑
t∈G

|g(w, t)|α < ∞ for all w ∈ W .

By Theorem 1.1 of Rosiński (1995), there exist functionsΦ : S → W×G, Φ = (Φ1,Φ2),

and h : S → R − {0} such that

ft(s) = h(s)g(Φ1(s),Φ2(s) + t) l ⊗ µ-a.e.,

which yields (2.4.2).

The proof of the sufficiency goes through a series of steps modifying the representa-

tion { ft}t∈G until the desired form (2.4.1) is obtained.

Step 1. Let {gt : t ∈ G} ⊂ Lα(W, ν) be a minimal representation of X. Then

g∗(w) :=
∑
t∈G

|gt(w)|α < ∞ ν-a.e. . (2.4.4)

Proof of Step 1. Since (2.4.3) holds, by Remark 2.5 in Rosiński (1995) there exist mea-

surable maps Ψ : S → W and h : S → R − {0} such that, for each t ∈ G,

ft(s) = h(s)gt(Ψ(s)) µ-a.e. (2.4.5)

and µ ◦ Ψ−1 ∼ ν. Let W∞ := {w :
∑

t∈G |gt(w)|α = ∞}. From (2.4.2) and (2.4.5) we get

µ(Ψ−1(W∞)) = 0, which gives ν(W∞) = 0 and proves (2.4.4). �

Using same arguments as in Theorem 3.1 in Rosiński (1995), we infer that there

exists a nonsingular G-action {φt} on (W, ν) and a cocycle ct : W → {−1,+1} such that

gt = ct

(
dν ◦ φt

dν

)1/α

g0 ◦ φt, t ∈ G. (2.4.6)

Step 2. Under the assumptions of Step 1, there exists a {φt}t∈G-invariant measure λ on W

which is equivalent to ν.
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Proof of Step 2. In view of (2.4.4), the measure λ given by

λ(dw) := g∗(w)ν(dw)

is absolutely continuous with respect to ν. Let W0 := {w : g∗(w) = 0}. We have

0 =
∫

W0

g∗dν =
∑
t∈G

∫
W0

|gt|
αdν .

Then
∫

W0
|gt|

αdν = 0 for all t ∈ G and hence W0 is disjoint (mod ν) with Support( ft : t ∈

G). From the minimality of {gt}t∈G we get ν(W0) = 0, showing that λ is equivalent to ν.

To prove that λ is invariant, choose τ ∈ G and A ∈ W. We have

λ(φτ(A)) =
∫

W
IA(φ−τ(w))g∗(w)ν(dw)

=
∑
t∈G

∫
W

IA(φ−τ(w))
dν ◦ φt

dν
(w)|g0(φt(w))|αν(dw)

=
∑
t∈G

∫
W

IA(w)
dν ◦ φt

dν
(φτ(w))|g0(φt+τ(w))|α(ν ◦ φτ(dw))

=

∫
W

IA(w)

∑
t∈G

dν ◦ φt+τ

dν
(w)|g0(φt+τ(w)|α

 ν(dw) = λ(A) .

This completes the proof of Step 2.

Step 3. Define

ht(w) := ct(w)h(φi(w)) ,

where h := (g∗)−1/αg0. Then {ht : t ∈ G} ⊂ Lα(W, λ) is a representation of X such that,

for λ-a.a. w ∈ W, ∑
t∈G

|h(φt(w))|α = 1 . (2.4.7)

Proof of Step 3. From the equality

1 =
dλ ◦ φt

dλ
=

dν ◦ φt

dν
g∗ ◦ φt

g∗
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we get

gt = ct

(
g∗

g∗ ◦ φt

)1/α

g0 ◦ φt = (g∗)1/αht

or

ht = (g∗)−1/αgt ,

proving that {ht}t∈G ⊂ Lα(W, λ) is a representation of X. Since the last equality holds

mod λ, for each t ∈ G, (2.4.7) follows.

Notice now that the set {w :
∑

t∈G |h(φt(w))|α = 1} is {φt}-invariant. Therefore, re-

moving from W the complement of this set, which is of measure zero by (2.4.7), does

not affect the representation {ht}t∈G. Hence we may and do assume that (2.4.7) holds for

all w ∈ W.

Step 4. There exists a sequence of {φt}-invariant real-valued Borel functions on W which

separate the orbits of {φt}t∈G.

Proof of Step 4. We will now employ some topological arguments. By Theorem 8.7 of

Varadarajan (1970), W can be considered as a Borel subset of a compact metric space W̃

on which the action {φt}t∈G is defined, W is {φt}-invariant, and for all t ∈ G, w 7→ φt(w)

is a continuous map on W̃.

Let {An} be the sequence of finite unions of finite intersections of sets from a count-

able topological basis of W. Let

Anm := An ∩ {w ∈ W : |h(w)| > m−1} .

Since
∫

W
|h|αdλ < ∞, λ(Anm) < ∞ for every n,m ≥ 1. Define

unm(w) :=
∑
t∈G

IAnm(φt(w)) .
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Notice that

unm(w) ≤
∑
t∈G

mα|h(φt(w))|α = mα < ∞ ,

for every w ∈ W, n,m ≤ 1 and clearly unm is {φt}-invariant. We will show that {unm}n,m≥1

separate the orbits of {φt}t∈G.

Suppose that w1 and w2 live on different orbits. We first claim that for some n,m ≥ 1,

unm(w1) ≥ 1 . (2.4.8)

Indeed, from (2.4.7) (which now holds for all w ∈ W) we infer that there exist m ≥ 1

and t0 ∈ G such that |h(φt0(w1))| > m−1. Furthermore, there exists n ≥ 1 such that

φt0(w1) ∈ An. Hence, φt0(w1) ∈ Anm, which proves (2.4.8). Now we will show that w1

and w2 can be separated.

Let n,m be as in (2.4.8). If unm(w1) , unm(w2), then there is nothing to prove. Thus

we assume

unm(w2) = unm(w1) = M ≥ 1.

There exists a finite set K ⊂ G such that∑
t∈K

IAnm(φt(wi)) >
M
2
, i = 1, 2. (2.4.9)

Consider the finite subsets of W given by

Γi := {φt(wi) : t ∈ K} , i = 1, 2.

Since w1 and w2 live on different orbits, Γ1 ∩ Γ2 = φ. Hence, there is an n1 ≥ 1 such that

An1 ⊃ Γ1 and An1 ∩ Γ2 = φ .

By the definition of the sequence {Ak}, An ∩ An1 = An′ , for some n′ ≥ 1. Now consider

un′m. In view of (2.4.9) we get

un′m(w1) ≥
∑
t∈G

IΓ1∩Anm(φt(w1)) ≥
∑
t∈K

IAnm(φt(w1)) >
M
2
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and

un′m(w2) =
∑
t∈Kc

IAn′m(φt(w2)) <
M
2
.

Hence un′m(w2) < un′m(w1), which ends the proof of Step 4.

By Step 4 and von Neumann’s cross-section lemma (see Corollary 8.2 in Varadarajan

(1970), there exists a Borel set W0 ⊂ W which intersects each orbit of {φt}t∈G at exactly

one point. (To be exact, this step may require a reduction of W to some {φt}t∈G-invariant

subset, say, W̃, such that λ(W − W̃) = 0.)

Step 5. Let W0 be as above. The map Φ : W0 ×G → W, given by Φ(w0, t) = φt(w0), is

a Borel isomorphism. The measure λ ◦ Φ, induced on W0 × G by the inverse map Φ−1

from W, is the product measure of certain measure λ0 on W0 and the counting measure

on G.

Proof of Step 5. First we will show that Φ is one-to-one. Suppose that Φ(w1, t1) =

Φ(w2, t2). Then w1 = w2 = w0 from the definition of W0. Thus φt0(w0) = w0 where

t0 = t1 − t2. Hence h(φnt0(w0)) = h(w0), for every integer n, which implies t0 = 0 since

(2.4.7) holds for all w ∈ W. Hence Φ is one-to-one and clearly onto. Since Φ is Borel

measurable, its inverse is measurable by Kuratowski’s Theorem.

Let Φ−1(w) = (π(w), τ(w)) and consider Q := λ ◦ Φ. We have

Q(A × B) = λ({w : π(w) ∈ A, τ(w) ∈ B}), A ∈ W, B ⊆ G .

Since λ is {φt}-invariant by Step 2, we get

Q(A × (B + t)) = λ({w : π(φt(w)) ∈ A, τ(φt(w)) ∈ B + t})

= λ({w : π(w) ∈ A, τ(w) + t ∈ B + t}) = Q(A × B) .
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Hence Q(A × ·) is proportional to the counting measure on G, and consequently, Q(A ×

B) = λ0(A)|B|, for some measure λ0 on W0.

The next step ends the proof of the theorem.

Step 6. By Theorem B.9 in the Appendix of Zimmer (1984) it follows that we can

choose {ct}t∈G in (2.4.6) in such a way that for all (u, v,w) ∈ G ×G ×W

cu+v(w) = cv(w)cu
(
φv(w)

)
.

Define

k(w0, s) := cs(w0)h(φs(w0)) (w0, s) ∈ W0 ×G .

Then kt(w0, s) := k(w0, t + s) is a representation of X in Lα(W0 ×G, λ0 ⊗ l).

Proof of Step 6. For every a1, a2, . . . , an ∈ R and t1, t2, . . . , tn ∈ G we have∫
W0×G

∣∣∣∣∑ a jkt j(w0, s)
∣∣∣∣αλ0(dw0) l(ds)

=

∫
W0×G

∣∣∣∣∑ a jct j(Φ(w0, s))h(φt j(Φ(w0, s)))
∣∣∣∣αλ0(dw0) l(ds)

=

∫
W

∣∣∣∣∑ a jht j(w)
∣∣∣∣αλ(dw)

which ends the proof of Theorem 2.4.1. �

Remark 2.4.2. Theorem 2.3.5 (and hence Corollary 2.3.6) holds in the countable

abelian group case as well. Since all the other structure results extend easily, the equiv-

alence of 1 and 2 can be established in the same fashion as in the Zd case. Equivalence

of 2 and 3 follows from Theorem 2.4.1.
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2.5 The Sequence bn

The length of memory of stable random fields is manifested, in particular, in the rate of

growth of its extreme values. If Xt is generated by a conservative action, the extreme

values tend to grow at a slower rate because longer memory prevents erratic changes in

Xt even when t becomes “large”. This has been formalized in Samorodnitsky (2004a)

for d = 1, and it turns out to be the case for stable random fields as well.

For a stationary SαS random field {Xt}t∈Zd , we will study the partial maxima se-

quence

Mn := max
0≤t≤(n−1)1

|Xt|, n = 0, 1, 2, . . . (2.5.1)

where u = (u(1), u(2), . . . , u(d)) ≤ v = (v(1), v(2), . . . , v(d)) means u(i) ≤ v(i) for all i =

1, 2, . . . , d and 1 = (1, 1, . . . , 1). As in the one-dimensional case, the asymptotic behavior

of the maximum functional Mn is related to the deterministic sequence

bn :=
(∫

S
max

0≤t≤(n−1)1
| ft(s)|αµ(ds)

)1/α

, n = 0, 1, 2, . . . . (2.5.2)

In fact, to a certain extent bn controls “the size” of Mn even without the assumption of

stationarity of the random field. Indeed, for any 0 < p < α, (see Theorem 2.1 of Marcus

(1984)) there are constants cα,p,Cα,p ∈ (0,∞) such that, for 1 < α < 2,

cα, p ≤
1
bn

(EMp
n )1/p ≤ Cα, p (log n)1/α′ , (2.5.3)

where α′ is such that 1/α + 1/α′ = 1, while for α = 1,

c1, p ≤
1
bn

(EMp
n )1/p ≤ C1, p Ln , (2.5.4)

where Ln := max(1, log d + log log n), and for 0 < α < 1,

c1, p ≤
1
bn

(EMp
n )1/p ≤ C1, p . (2.5.5)
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Note that bn is completely determined by the process, and does not depend on a par-

ticular integral representation (see Corollary 4.4.6 of Samorodnitsky and Taqqu (1994)).

We are interested in the features of this sequence that are related to the decomposition

of a stable random field in Corollary 2.3.6. The next result shows that the sequence

bn grows at a slower rate for random fields generated by a conservative action than for

random fields generated by a dissipative action.

Proposition 2.5.1. Let { ft} be given by (2.3.3). Assume that (2.3.2) holds.

1. If the action {φt} is conservative then:

n−d/αbn → 0 as n→ ∞. (2.5.6)

2. If the action {φt} is dissipative, and the random field is given in the mixed moving

average form (2.3.7), then:

lim
n→∞

n−d/αbn =

(∫
W

(g(v))αν(dv)
)1/α

∈ (0,∞), (2.5.7)

where

g(v) = sup
s∈Zd
| f (v, s)| for v ∈ W. (2.5.8)

Proof. 1. Firstly we observe that, without loss of generality, we can assume that µ is

a probability measure. This is because if ν is a probability measure equivalent to the

σ-finite measure µ then instead of (2.3.1) we will use

Xt
d
=

∫
S

ht(s)N(ds)

where

ht(s) = ct(s)
(
dν ◦ φt

dν
(s)

)1/α

h ◦ φt(s), t ∈ Zd

where h = f
(dµ

dν

)1/α
∈ Lα(S , ν) and N is a SαS random measure on S with control

measure ν.
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Since {bn} is an increasing sequence, it is enough to show (2.5.6) along the odd

subsequence. By stationarity of {Xt}, we need to check that

an :=
1

(2n + 1)d

∫
S

max
t∈Jn
| ft(s)|αµ(ds)→ 0 ,

where Jn := {(i1, i2, . . . , id) : −n ≤ i1, i2, . . . , id ≤ n}. Let g = | f |α. Then ‖g‖ :=∫
S

g(s)µ(ds) < ∞, and we have for 0 < ε < 1

an =
1

(2n + 1)d

∫
S

max
t∈Jn

φ̂tg(s)µ(ds)

≤
1

(2n + 1)d

( ∫
S

max
t∈Jn

[
φ̂tg(s)I

(
φ̂tg(s) ≤ ε

∑
u∈Jn

φ̂ug(s)
)]
µ(ds)

+

∫
S

max
t∈Jn

[
φ̂tg(s)I

(
φ̂tg(s) > ε

∑
u∈Jn

φ̂ug(s)
)]
µ(ds)

)
=: a(1)

n + a(2)
n .

Clearly,

a(1)
n ≤

ε

(2n + 1)d

∑
u∈Jn

∫
S
φ̂ug(s)µ(ds) = ε‖g‖ , (2.5.9)

and

a(2)
n ≤

1
(2n + 1)d

∑
t∈Jn

∫
S
φ̂tg(s)IAt,n(s)µ(ds) , (2.5.10)

where At,n = {s : φ̂tg(s) > ε
∑

u∈Jn
φ̂ug(s)} , n ≥ 1, t ∈ Jn . Notice that for all n ≥ 1, and

for all t ∈ Jn , ∫
S
φ̂tg(s)IAt,n(s)µ(ds) =

∫
S

g(s)Iφ−1
t (At,n)(s)µ(ds) . (2.5.11)

The following is the most important step of this proof: if we define

Un := {(t1, t2, . . . , td) : −n + [
√

n] ≤ t1, t2, . . . , td ≤ n − [
√

n]}

then we have

lim
n→∞

max
t∈Un

µ(φ−1
t (At,n)) = 0 . (2.5.12)
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To prove (2.5.12) observe that for all t ∈ Un

φ−1
t (At,n)

=
{
φ−t(s) : g ◦ φ−t(s)

dµ ◦ φ−t

dµ
(s) > ε

∑
u∈Jn

g ◦ φ−u(s)
dµ ◦ φ−u

dµ
(s)

}
=

{
s : g(s) > ε

∑
u∈Jn

g ◦ φu+t(s)
dµ ◦ φu+t

dµ
(s)

}
⊆

{
s : g(s) > ε

∑
τ∈J[

√
n]

g ◦ φτ(s)
dµ ◦ φτ

dµ
(s)

}
.

The last inclusion holds because J[
√

n] ⊆ t + Jn. Hence, for any M > 0

max
t∈Un

µ(φ−1
t (At,n)) ≤ µ{s : g(s) > εM} + µ

( ∑
t∈J[

√
n]

g ◦ φt
dµ ◦ φt

dµ
≤ M

)
≤
‖g‖
εM
+ µ

( ∑
t∈J[

√
n]

| ft|
α ≤ M

)
.

Now (2.5.12) follows by first using Proposition 2.3.3 with a fixed M and then letting

M → ∞.

From (2.5.11) and (2.5.12) it follows that

1
(2n + 1)d

∑
t∈Un

∫
S
φ̂tg(s)IAt,n(s)µ(ds)

=
1

(2n + 1)d

∑
t∈Un

∫
φ−1

t (At,n)
g(s)µ(ds)→ 0 . (2.5.13)

If we define Vn = Jn − Un, then

1
(2n + 1)d

∑
t∈Vn

∫
S
φ̂tg(s)IAt,n(s)µ(ds) ≤

1
(2n + 1)d

∑
t∈Vn

∫
S
φ̂tg(s)µ(ds)→ 0 .

Then using (2.5.10) and (2.5.13) we see that a(2)
n → 0 as n→ ∞. Therefore we get,

lim sup an ≤ lim sup a(1)
n + lim sup a(2)

n ≤ ε‖g‖ ,

and since ε > 0 is arbitrary, the result follows.
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2. We start with the case where f has compact support, that is

f (v, s)IW×[−m1,m1]c(v, s) ≡ 0 for some m = 1, 2, . . .

where [u, v] := {t ∈ Zd : u ≤ t ≤ v}. In this case, we have

bαn =
∑
s∈Zd

∫
W

max
0≤t≤(n−1)1

| f (v, s + t)|αν(dv)

=
∑

(−m−n+1)1≤s≤m1

∫
W

max
0≤t≤(n−1)1

| f (v, s + t)|αν(dv)

=
∑
s∈An

∫
W

max
0≤t≤(n−1)1

| f (v, s + t)|αν(dv)

+
∑
s∈Bn

∫
W

max
0≤t≤(n−1)1

| f (v, s + t)|αν(dv) =: Tn + Rn

where

An := [(m − n − 1)1,−m1] and

Bn := [(−m − n + 1)1,m1] − [(m − n − 1)1,−m1].

Observe that, for n ≥ 2m + 1 we have for each s ∈ An,

max
0≤t≤(n−1)1

| f (v, s + t)| = g(v)

while

max
0≤t≤(n−1)1

| f (v, s + t)| ≤ g(v)

for each s ∈ Bn, and so,

Tn = (n − 2m)d
∫

W
(g(v))αν(dv) and

Rn ≤ [(2m + n)d − (n − 2m)d]
∫

W
(g(v))αν(dv).

Therefore (2.5.7) follows when f has compact support.

In the general case, given ε > 0, choose a compact supported fε such that | fε(v, s)| ≤

| f (v, s)| for all v, s and∑
s∈Zd

∫
W
| f (v, s)|αν(dv) −

∑
s∈Zd

∫
W
| fε(v, s)|αν(dv) ≤ ε.
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Let

gε(v) = sup
s∈Zd
| fε(v, s)|, v ∈ W.

Then

0 ≤

∫
W

(g(v))αν(dv) −
∫

W
(gε(v))αν(dv)

≤

∫
W

sup
s∈Zd

(
| f (v, s)|α − | fε(v, s)|α

)
ν(dv)

≤

∫
W

∑
s∈Zd

(
| f (v, s)|α − | fε(v, s)|α

)
ν(dv)

=
∑
s∈Zd

∫
W
| f (v, s)|αν(dv) −

∑
s∈Zd

∫
W
| fε(v, s)|αν(dv) ≤ ε.

Therefore,

|
1
nd bαn −

∫
W

(g(v))αν(dv)|

≤
1
nd |

∑
s∈Zd

∫
W

max
0≤t≤(n−1)1

| f (v, s + t)|αν(dv)

−
∑
s∈Zd

∫
W

max
0≤t≤(n−1)1

| fε(v, s + t)|αν(dv)|

+ |
1
nd

∑
s∈Zd

∫
W

max
0≤t≤(n−1)1

| fε(v, s + t)|αν(dv) −
∫

W
(gε(v))αν(dv)|

+ |

∫
W

(gε(v))αν(dv) −
∫

W
(g(v))αν(dv)| =: T (1)

n + T (2)
n + T (3)

n .

By the above, T (3)
n ≤ ε, and the same argument shows that T (1)

n ≤ ε as well. Further-

more, by already considered compact support case, T (2)
n → 0 as n→ ∞. Hence

lim sup
n→∞

|
1
nd bαn −

∫
W

(g(v))αν(dv)| ≤ 2ε,

and since ε > 0 is arbitrary, the proof of (2.5.7) is complete. �

Remark 2.5.2. The statement of the first part of the proposition clearly extends to G-

stationary random fields for any free abelian group G of rank d, since the same is true

for Proposition 2.3.3.
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2.6 Maxima of Stable Random Fields

We are now ready to investigate the rate of growth of the sequence {Mn} of partial max-

ima of a stationary symmetric α-stable random field, 0 < α < 2. We will see that if such

a random field has a nonzero component XD in (2.3.8) generated by a dissipative action,

then the partial maxima grow at the rate nd/α, while if the random field is generated by

a conservative action, then the partial maxima grow at a slower rate. As we will see

in the sequel, the actual rate of growth of the sequence {Mn} in the conservative case,

depends on a number of factors. The dependence on the group theoretical properties of

the action is very prominent. We start with the following result, which extends Theorem

4.1 of Samorodnitsky (2004a) to d > 1 based on Proposition 2.5.1.

Theorem 2.6.1. Let X = {Xt}t∈Zd be a stationary SαS random field, with 0 < α < 2,

integral representation (2.3.1), and functions { ft} given by (2.3.3).

1. Suppose that X is not generated by a conservative action (i.e., the component XD in

(2.3.8) generated by the dissipative part is nonzero). Then

1
nd/α Mn ⇒ C 1/α

α KXZα (2.6.1)

as n→ ∞, where

KX =

(∫
W

(g(v))αν(dv)
)1/α

and g is given by (2.5.8) for any representation of XD in the mixed moving average form

(2.3.7), Cα is the stable tail constant given by

Cα =

(∫ ∞

0
x−α sin x dx

)−1

=


1−α

Γ(2−α) cos (πα/2) , if α , 1,

2
π
, if α = 1,

(2.6.2)

and Zα is the standard Frechet-type extreme value random variable with the distribution

P(Zα ≤ z) = e−z−α , z > 0. (2.6.3)
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2. Suppose that X is generated by a conservative Zd-action. Then

1
nd/α Mn

p
−→ 0 (2.6.4)

as n→ ∞. Furthermore, with bn given by (2.5.2),{
1
cn

Mn

}
is not tight for any positive sequence cn = o(bn), (2.6.5)

while

{
1

bnζn
Mn

}
is tight, where ζn =


1, if 0 < α < 1,

Ln, if α = 1,

(log n)1/α′ , if 1 < α < 2 ,

(2.6.6)

where Ln := max(1, log d + log log n), and for α > 1, α′ is such that 1/α + 1/α′ = 1. If,

for some θ > 0 and c > 0,

bn ≥ cnθ for all n ≥ 1, (2.6.7)

then (2.6.6) holds with ζn ≡ 1 for all 0 < α < 2. Finally, for n=1,2,. . . , let ηn be a

probability measure on (S ,S) with

dηn

dµ
(s) = b−αn max

0≤t≤(n−1)1
| ft(s)|α, s ∈ S , (2.6.8)

and let U (n)
j , j = 1, 2 be independent S -valued random variables with common law ηn.

Suppose that (2.6.7) holds and for any ε > 0,

P
(
for some t ∈ [0, (n − 1)1],

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

> ε, j = 1, 2
)
→ 0 (2.6.9)

as n→ ∞. Then

1
bn

Mn ⇒ C 1/α
α Zα (2.6.10)

as n→ ∞.
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Remark 2.6.2. An easily verifiable sufficient condition for (2.6.9) is

lim
n→∞

bn

nd/2α = ∞. (2.6.11)

Let rn denote the probability in the left-hand side of (2.6.9). Clearly,

rn ≤
∑

0≤t≤(n−1)1

(
P
( | ft(U

(n)
1 )|

max0≤u≤(n−1)1 | fu(U (n)
1 )|

> ε
))2

.

Furthermore, for every t ∈ [0, (n − 1)1],

P
( | ft(U

(n)
1 )|

max0≤u≤(n−1)1 | fu(U (n)
1 )|

> ε
)

= b−αn

∫
S

I
(

| ft(s)|
max0≤u≤(n−1)1 | fu(s)|

> ε
)

max
0≤u≤(n−1)1

| ft(s)|αµ(ds)

≤ ε−αb−αn

∫
S
| ft(s)|αµ(ds),

and (2.6.9) follows from (2.6.11) since, by the stationarity, the last integral does not

depend on t.

Alternatively, (2.6.9) holds if we assume that µ is a finite measure, {φt} is measure

preserving, the sequence {b−αn max0≤t≤(n−1)1 | ft(s)|α}, t ∈ Zd is uniformly integrable with

respect to µ and for every ε > 0

lim
n→∞

nd/2µ{s ∈ S : | f (s)| > εbn} = 0 . (2.6.12)

Let ‖µ‖ denote the total mass of µ. Given a δ > 0, select M > 0 such that∫
S

I
(

max
0≤t≤(n−1)1

| ft(s)|α > Mbαn
)

max
0≤t≤(n−1)1

| ft(s)|αµ(ds) ≤ δbαn

for all n ≥ 1. We have with ε from (2.6.9),

rn ≤ 4δ2 + b−2α
n

∑
0≤t≤(n−1)1

( ∫
S

max
0≤u≤(n−1)1

| fu(s)|α

× I
(
δ‖µ‖−1bαn ≤ max

0≤u≤(n−1)1
| fu(s)|α ≤ Mbαn

)
× I

(
| ft(s)|

max0≤u≤(n−1)1 | fu(s)|α

)
µ(ds)

)2

≤ 4δ2 + M2nd
( ∫

S
I
(
| f (s)| > εδ1/α‖µ‖−1/αbn

)
µ(ds)

)2

.
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Therefore, using (2.6.12), we obtain,

lim sup
n→∞

rn ≤ 4δ2,

and (2.6.9) follows by letting δ→ 0.

Proof of Theorem 2.6.1. We start by observing that (2.6.6) follows from (2.5.3) - (2.5.5)

regardless of the properties of the action. For the rest of the proof, we will use the a series

representation of the random vector (Xt, 0 ≤ t ≤ (n − 1)1) of the form

Xt
d
= bnC1/α

α

∞∑
j=1

ε jΓ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

, (2.6.13)

t ∈ [0, (n − 1)1]

where Cα is given by (2.6.2), ε1, ε2, . . . are i.i.d. Rademacher random variables (sym-

metric ±1-valued random variables), Γ1,Γ2, . . . is a sequence of the arrival times of a

unit rate Poisson process on (0,∞), and {U (n)
j } are i.i.d. S -valued random variables with

common law given by (2.6.8). All three sequences are independent. This series repre-

sentation is available in Section 3.10 of Samorodnitsky and Taqqu (1994).

We use the above representation and symmetry to prove (2.6.5). For each n let Gn

be the σ-field generated by ε1, {Γ j} j≥1 and {U (n)
j } j≥1. Letting

Zn = bnC1/α
α max

0≤t≤(n−1)1

∣∣∣∣∣Γ−1/α
1

| ft(U
(n)
1 )|

max0≤u≤(n−1)1 | fu(U (n)
1 )|

∣∣∣∣∣
and T0 be the smallest (in lexicographical order) t ∈ [0, (n − 1)1] over which the max-

imum is achieved, we see that both Zn and T0 are measurable w.r.t. Gn. Further, the

symmetry tells us that, for any x > 0,

P(|XT0 | > x|Gn) ≥
1
2

P(Zn > x|Gn).
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Hence, for any x > 0,

P
( 1
cn

Mn > x
)

≥
1
2

P
(
bnC1/α

α max
0≤t≤(n−1)1

∣∣∣∣∣Γ−1/α
1

| ft(U
(n)
1 )|

max0≤u≤(n−1)1 | fu(U (n)
1 )|

∣∣∣∣∣ > cnx
)

=
1
2

P
(
Γ
−1/α
1 >

cn

bn
x
)
→

1
2

as n→ ∞. Hence lack of tightness follows.

Suppose now that (2.6.7) holds. Let K be a positive integer such that

α(K + 1)θ > d. (2.6.14)

We claim that, in this case, for all ε > 0 satisfying

0 < ε <
1
K
, (2.6.15)

we have

P
(

max
0≤t≤(n−1)1

|Xt| > λbn, Γ
−1/α
1 ≤ ελ

)
→ 0 as n→ ∞ (2.6.16)

for all λ > 0. Indeed, choose

d
θ
< p < α(K + 1). (2.6.17)

Notice that the probability in the left-hand side of (2.6.16) is bounded from above by

∑
0≤t≤(n−1)1

P
(
|Xt| > λbn, Γ

−1/α
j

| ft(U
(n)
j )|

max
0≤u≤(n−1)1

| fu(U (n)
j )|
≤ ελ for all j = 1, 2, . . .

)
.

For f in (2.3.3), let

‖ f ‖α =
(∫

S
| f (s)|αµ(ds)

)1/α

,

and notice that, for any t ∈ [0, (n − 1)1], the points

bnε jΓ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

, j = 1, 2, . . .
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represent a symmetric Poisson random measure on R whose mean measure assigns a

mass of x−α‖ f ‖αα/2 to the set (x,∞) for every x > 0 (see Propositions 4.3.1 and 4.4.1 of

Resnick (1992))). Since the same random measure can be represented by the points

ε jΓ
−1/α
j ‖ f ‖α, j = 1, 2, . . . ,

we conclude that the probability in (2.6.16) is bounded from above by

ndP
(
C1/α
α

∣∣∣∣∣ ∞∑
j=1

ε jΓ
−1/α
j

∣∣∣∣∣ > λ‖ f ‖−1
α bn, Γ

−1/α
j ≤ ελ‖ f ‖−1

α bn for all j ≥ 1
)

≤ ndP
(
C1/α
α

∣∣∣∣∣ ∞∑
j=K+1

ε jΓ
−1/α
j

∣∣∣∣∣ > λ(1 − εK)‖ f ‖−1
α bn

)

≤ ndb−p
n

‖ f ‖pαE|C1/α
α

∑∞
j=K+1 ε jΓ

−1/α
j |p

λp(1 − εK)p .

As long as the expectation above is finite, the latter expression goes to 0 as n → ∞

and hence (2.6.16) follows. The expectation is finite by the choice of p in (2.6.17).

Indeed, notice that E Γ−p/α
j < ∞ for all j ≥ K + 1 and that, by the Stirling formula,

E Γ−p/α
j ∼ ep/α j−p/α as j→ ∞. Assuming, without loss of generality, that p/2 = m is an

integer (since we can always increase K and get such a p), we see that for finite positive

constants c1, c2,

E
∣∣∣∣∣ ∞∑

j=K+1

ε jΓ
−1/α
j

∣∣∣∣∣p ≤ c1E
( ∞∑

j=K+1

Γ
−2/α
j

)p/2

= c1

∞∑
j1=K+1

· · ·

∞∑
jm=K+1

E
m∏

i=1

Γ
−2/α
ji

≤ c1

( ∞∑
j=K+1

(
E Γ−2m/α

j
)1/m

)m

= c1

( ∞∑
j=K+1

(
E Γ−p/α

j
)2/p

)p/2

≤ c2

( ∞∑
j=K+1

j−2/α
)p/2

< ∞ .

Fix ε > 0 satisfying (2.6.15). Given δ > 0, choose λ > 0 such that P(Γ−1/α
1 > ελ) ≤
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δ/2, choose n0 such that

P
(

max
0≤t≤(n−1)1

|Xt| > λbn, Γ
−1/α
1 ≤ ελ

)
≤
δ

2
for n > n0

and λ′ ≤ λ such that

P(Mk > λ
′bk) ≤ δ for k = 1, . . . , n0 .

Then

P
( 1
bn

Mn > λ
′

)
≤ δ

for all n ≥ 1, and so (2.6.6) holds with ζn ≡ 1.

Now, suppose that X is generated by a conservative action. Let Y be a stationary

SαS random field independent of X, also given by an integral representation of the

form (2.3.1), say,

Yt =

∫
S ′

gt(s)M′(ds), t ∈ Zd,

where M′ is a SαS random measure with control measure µ′, independent of M in the

integral representation of X, with the functions gt also given in the form (2.3.3), with

some nonsingular measure preserving conservative action φ′ on S ′ and such that

bY
n =

( ∫
S ′

max
0≤t≤(n−1)1

|gt(s)|αµ′(ds)
)1/α

, t ∈ Zd,

satisfies (2.6.7) for some θ > 0. Random fields Y with above properties exist (see

the Example 2.8.2). However, the above step may require enlarging the probability

space we are working with. Let Z = X + Y. Then Z is a stationary SαS random

field generated by a conservative Zd-action. We use its natural integral representation

on S ∪ S ′ with the naturally defined action on that space. Let bZ
n be the corresponding

quantity in (2.5.2) defined for the process Z. Note that bZ
n ≥ bY

n for all n, hence the

random field Z satisfies (2.6.7) as well. By the already proven part of the theorem,
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the sequence (bZ
n )−1 max0≤t≤(n−1)1 |Zt|, n = 1, 2, . . . , is tight. Since for any x > 0 and

n = 1, 2, . . . ,

P
(

max
0≤t≤(n−1)1

|Zt| > x
)
≥

1
2

P
(

max
0≤t≤(n−1)1

|Xt| > x
)

by the symmetry of Y, we conclude that the sequence of random variables

(bZ
n )−1 max0≤t≤(n−1)1 |Xt|, n = 1, 2, . . . , is tight as well. However, the random field Z

is generated by a conservative action and hence, by Proposition 2.5.1, bZ
n = o(nd/α).

Therefore, (2.6.4) follows.

Suppose now that (2.6.9) holds. Then for every 1 ≤ j1 < j2 and ε > 0

P
(
for some t ∈ [0, (n − 1)1], Γ−1/α

ji

| ft(U
(n)
ji

)|

max
0≤u≤(n−1)1

| fu(U (n)
ji

)|
> ε, i = 1, 2

)
≤ P(Γ1 ≤ τ) + P

(
for some t ∈ [0, (n − 1)1],

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

> ε τ1/α, j = 1, 2
)

for any τ > 0. Letting first n→ ∞ and then τ→ 0 shows that, for every 1 ≤ j1 < j2 and

ε > 0,

lim
n→∞

P
(
for some t ∈ [0, (n − 1)1],

Γ
−1/α
ji

| ft(U
(n)
ji

)|

max0≤u≤(n−1)1 | fu(U (n)
ji

)|
> ε, i = 1, 2

)
= 0 (2.6.18)

Observe, further, that for any ε > 0,

P
(
for some t ∈ [0, (n − 1)1],

Γ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

> ε, for at least 2 different j
)

=: φ(1)
n (ε) ≤ P(Γ−1/α

J > ε)

+

J−1∑
j1=1

J−1∑
j2= j1+1

P
(
for some t ∈ [0, (n − 1)1],

Γ
−1/α
ji

| ft(U
(n)
ji

)|

max0≤u≤(n−1)1 | fu(U (n)
ji

)|
> ε, i = 1, 2

)
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for any J = 1, 2, . . . . Letting n → ∞ and using (2.6.18), and then letting J → ∞ shows

that, for every ε > 0

lim
n→∞

φ(1)
n (ε) = 0. (2.6.19)

Suppose now that both (2.6.7) and (2.6.9) hold. Let K be as in (2.6.14). Let ε > 0

and 0 < δ < 1 satisfy

0 < ε <
δ

K
. (2.6.20)

For any λ > 0, we have

P
( 1
bn

Mn > λ
)

≤ P
(
C1/α
α Γ

−1/α
1 > λ(1 − δ)

)
+ φ(1)

n
(
C−1/α
α ελ

)
+ P

(
max

0≤t≤(n−1)1

∣∣∣∣∣ ∞∑
j=1

ε jΓ
−1/α
j

| ft(U
(n)
j )|

max
0≤u≤(n−1)1

| fu(U (n)
j )|

∣∣∣∣∣ > C−1/α
α λ,

Γ
−1/α
1 ≤ C−1/α

α λ(1 − δ), and for each t ∈ [0, (n − 1)1], (2.6.21)

Γ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

> C−1/α
α ελ

for at most one j = 1, 2, . . .
)

=: P
(
C1/α
α Γ

−1/α
1 > λ(1 − δ)

)
+ φ(1)

n
(
C−1/α
α ελ

)
+ φ(2)

n (ε, δ).

Proceeding similarly to the argument used in proving (2.6.16), we have

φ(2)
n (ε, δ)

≤
∑

0≤t≤(n−1)1

P
(∣∣∣∣∣ ∞∑

j=1

ε jΓ
−1/α
j

| ft(U
(n)
j )|

max
0≤u≤(n−1)1

| fu(U (n)
j )|

∣∣∣∣∣ > C−1/α
α λ,

Γ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

≤ C−1/α
α λ(1 − δ) for each j = 1, 2, . . .

and Γ−1/α
j

| ft(U
(n)
j )|

max
0≤u≤(n−1)1

| fu(U (n)
j )|

> C−1/α
α ελ (2.6.22)

for at most one j = 1, 2, . . .
)
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≤ ndP
(∣∣∣∣∣ ∞∑

j=1

ε jΓ
−1/α
j

∣∣∣∣∣ > C−1/α
α λ‖ f ‖−1

α bn,

Γ
−1/α
1 ≤ C−1/α

α λ(1 − δ)‖ f ‖−1
α bn,

and Γ−1/α
2 ≤ C−1/α

α ελ‖ f ‖−1
α bn

)
and the latter expression goes to zero as n→ ∞ by the choice of ε and δ, as in the proof

of (2.6.16). We conclude by (2.6.19) and (2.6.22) that, for any 0 < δ < 1,

lim sup
n→∞

P
( 1
bn

Mn > λ
)
≤ P

(
C1/α
α Γ

−1α
1 > λ(1 − δ)

)
= 1 − exp {−Cαλ

−α(1 − δ)−α},

and letting δ→ 0, we obtain

lim sup
n→∞

P
( 1
bn

Mn > λ
)
≤ 1 − exp {−Cαλ

−α}. (2.6.23)

In the opposite direction, the argument is similar. For any ε and δ > 0 satisfying

(2.6.20), we have

P
( 1
bn

Mn > λ
)

≥ P
(
C1/α
α Γ

−1/α
1 > λ(1 + δ)

)
− φ(1)

n
(
C−1/α
α ελ

)
−P

(
max

0≤t≤(n−1)1

∣∣∣∣∣ ∞∑
j=1

ε jΓ
−1/α
j

| ft(U
(n)
j )|

max
0≤u≤(n−1)1

| fu(U (n)
j )|

∣∣∣∣∣ ≤ C−1/α
α λ,

Γ
−1/α
1 > C−1/α

α λ(1 + δ), and for all t ∈ [0, (n − 1)1],

Γ
−1/α
j

| ft(U
(n)
j )|

max0≤u≤(n−1)1 | fu(U (n)
j )|

> C−1/α
α ελ

for at most one j = 1, 2, . . .
)

=: P
(
C1/α
α Γ

−1/α
1 > λ(1 + δ)

)
− φ(1)

n
(
C−1/α
α ελ

)
− φ(3)

n (ε, δ).

Once again, the choice of ε and δ gives us

lim
n→∞

φ(3)
n (ε, δ) = 0, (2.6.24)

45



and so we conclude by (2.6.19) and (2.6.24), that for any δ > 0,

lim inf
n→∞

P
( 1
bn

Mn > λ
)
≥ P

(
C1/α
α Γ

−1/α
1 > λ(1 + δ)

)
= 1 − exp {−Cαλ

−α(1 + δ)−α},

and letting δ→ 0, we obtain a lower bound matching (2.6.23). This proves (2.6.10).

If X is not generated by a conservative action (i.e., the component XD in (2.3.8)

generated by a dissipative action is nonzero) then it follows from Proposition 2.5.1 that

n−d/αbn → KX as n→ ∞.

In particular, both conditions (2.6.7) and (2.6.9) are satisfied (see Remark 2.6.2). There-

fore, (2.6.1) follows from the already proven (2.6.10), and the proof of all parts of the

theorem is complete. �

2.7 Connections with Group Theory

When the underlying action is not conservative Theorem 2.6.1 yields the exact rate of

growth of Mn. For conservative actions, however, the actual rate of growth of the partial

maxima depends on further properties of the action. In this section we investigate the

effect of the group theoretic structure of the action on the rate of growth of the partial

maximum. We start with introducing the appropriate notation.

Consider A := {φt : t ∈ Zd} as a subgroup of the group of invertible nonsingular

transformations on (S , µ) and define a group homomorphism

Φ : Zd → A

by Φ(t) = φt for all t ∈ Zd. Let K := Ker(Φ) = {t ∈ Zd : φt = 1S }, where 1S denote the

identity map on S . Then K is a free abelian group and by first isomorphism theorem of

46



groups (see, for example, Lang (2002)) we have

A ' Zd/K .

Hence, by Theorem 8.5 in Chapter I of Lang (2002), we get

A = F̄ ⊕ N̄ ,

where F̄ is a free abelian group and N̄ is a finite group. Assume rank(F̄) = p ≥ 1 and

|N̄ | = l. Since F̄ is free, there exists an injective group homomorphism

Ψ : F̄ → Zd

such that Φ ◦ Ψ = 1F̄ . Let F = Ψ(F̄). Then F is a free subgroup of Zd of rank p. In

particular, p ≤ d.

The rank p is the effective dimension of the random field, giving more precise infor-

mation on the rate of growth of the partial maximum than the nominal dimension d. We

start with showing that this is true for the sequence {bn} in (2.5.2).

Proposition 2.7.1. Let { ft} be given by (2.3.3). Assume that (2.3.2) holds. Then we have

the following:

1. If {φt}t∈F is conservative then

n−p/αbn → 0 . (2.7.1)

2. If {φt}t∈F is dissipative then

n−p/αbn → a (2.7.2)

for some a ∈ (0,∞).

Proof. 1. It is easy to check that F∩K = {0} and hence the sum F+K is direct. Suppose

G = F ⊕ K. Using group isomorphism theorems we have

Zd/G ' (Zd/K)/(F ⊕ K/K) ' A/F̄ ' N̄ .
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Assume that x1 + G, x2 + G, . . . , xl + G are all the cosets of G in Zd. Let rank(K) =

q. Choose a basis {u1, u2, . . . , up} of F and a basis {v1, v2, . . . , vq} of K. We need the

following

Lemma 2.7.2. There are positive integers c and N such that for every n ≥ 1

[−n1, n1] ⊆
l⋃

k=1

(xk +Gcn) (2.7.3)

where for m ≥ 1

Gm := {
p∑

i=1

αiui +

q∑
j=1

β jv j : |αi|, |β j| ≤ m for all i, j} .

Proof. Let r = p + q. For ease of notation we define

wi =


ui 1 ≤ i ≤ p ,

vi−p p + 1 ≤ i ≤ r .

Then {w1,w2, . . . ,wr} is a basis for G. We establish (2.7.3) in two steps as follows:

Step 1. There is an integer c′ ≥ 1 such that

[−n1, n1] ∩G ⊆ Gc′n for all n ≥ 1 .

Proof of Step 1. Take y ∈ [−n1, n1] ∩G. Then, y = η1w1 + η2w2 + · · · + ηrwr for some

η1, η2, . . . , ηr ∈ Z . We have to show |ηi| ≤ c′n for all 1 ≤ i ≤ r for some c′ ≥ 1 that does

not depend on n. Let η̃T := (η1, η2, . . . , ηr) ∈ Zr. Then,

y = Wη̃ (2.7.4)

where W is the d × r matrix with wi as the ith column. The columns of W are linearly

independent over Z and hence over R. Hence there is a r × d matrix Z such that

ZW = I
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where I is the identity matrix of order r. Hence from (2.7.4) we have

η̃ = Zy .

For all 1 ≤ i ≤ r we get

|ηi| ≤ ‖̃η‖ ≤ ‖Z‖‖y‖ ≤ ‖Z‖n
√

d ≤ c′n

where c′ =
[
‖Z‖
√

d
]
+ 1. This proves Step 1.

Step 2. Let

M = max
1≤k≤l
‖xk‖∞ + 1

where ‖ · ‖∞ denotes the sup-norm on Rd, and c = c′M. Then for all n ≥ 1 we have

[−n1, n1] ⊆
l⋃

k=1

(xk +Gcn) .

Proof of Step 2. Take y ∈ [−n1, n1]. Then y ∈ xk0 +G for some 1 ≤ k0 ≤ l. Clearly,

y′ := y − xko ∈ [−(n + M − 1)1, (n + M − 1)1] ∩G .

By Step 1, y′ ∈ Gc′(n+M−1) ⊆ Gcn, and hence, y ∈ xk0 + Gcn ⊆
⋃l

k=1(xk + Gcn), proving

Step 2 and the lemma. �

To prove the first part of Proposition 2.7.1 from Lemma 2.7.2 define, for k =

1, 2, . . . , l,

gk = f ◦ φxk

(dµ ◦ φxk

dµ

)1/α

.

Then for t = xk +
∑p

i=1 αiui +
∑q

j=1 β jv j we have

| ft(s)| = |gk ◦ φ∑p
i=1 αiui

(s)|
(dµ ◦ φ∑p

i=1 αiui

dµ
(s)

)1/α

. (2.7.5)
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Using Lemma 2.7.2, (2.7.5), and the stationarity of the field, it follows, for all n ≥ 1,

that

bαn ≤ bα2n+1 =

∫
S

max
−n1≤t≤n1

| ft(s)|αµ(ds)

≤

∫
S

max
1≤k≤l

max
|αi |≤cn

(
|gk ◦ φ∑p

i=1 αiui
(s)|α

dµ ◦ φ∑p
i=1 αiui

dµ
(s)

)
µ(ds)

≤

l∑
k=1

∫
S

max
|αi |≤cn

(
|gk ◦ φ∑p

i=1 αiui
(s)|α

dµ ◦ φ∑p
i=1 αiui

dµ
(s)

)
µ(ds)

= o(np) .

The last step follows from Proposition 2.5.1 and Remark 2.5.2.

2. We start this proof with the following combinatorial fact:

Lemma 2.7.3. For n ≥ 1 and k = 1, 2, . . . , l, let

Fk,n =
{
u ∈ xk + F : there exists v ∈ K such that u + v ∈ [−n1, n1]

}
.

Then there is a positive real numberV such that for all k = 1, 2, . . . , l,

lim
n→∞

|Fk,n|

np = V . (2.7.6)

Here |A| stands for the cardinality of a set A.

Proof. One of Fk,n is the set

Fn =
{
y ∈ F : y + v ∈ [−n1, n1] for some v ∈ K

}
. (2.7.7)

Firstly, we will show

lim
n→∞

|Fn|

np = V (2.7.8)

for some V > 0. To show this let W be the matrix used in the proof of Lemma 2.7.2.

We can partition W into two submatrices as follows:

W = [ U |V ]
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where U is the d × p matrix whose ith column is ui and V is the d × q matrix whose jth

column is v j. Since the columns of U are linearly independent over Z, we have

|Fn| = |{α ∈ Zp : there exists β ∈ Zq such that ‖Uα + Vβ‖∞ ≤ n}| .

Let P := {x ∈ Rr : ‖Wx‖∞ ≤ 1} and π : Rr → Rp denote the projection map on the first

p coordinates:

π(x1, x2, . . . , xr) = (x1, x2, . . . , xp) .

Then we have
|Fn|

np =
|π(Zr ∩ nP)|

np =: an .

Let

bn :=
|Zp ∩ nπ(P)|

np .

Clearly, an ≤ bn. Since P is a rational polytope (i.e., a polytope whose vertices have

rational coordinates) so is π(P). Hence, by Theorem 1 of De Loera (2005), it follows

that

lim sup
n→∞

an ≤ lim
n→∞

bn = V (2.7.9)

where V = Volume(π(P)), the p-dimensional volume of π(P). This volume is positive

since the latter set, obviously, contains a small ball centered at the origin. For the other

inequality we let

Pm :=
{

x ∈ Rr : ‖Wx‖∞ ≤ 1 −
‖W‖∞

m

}
where ‖W‖∞ := supx,0

‖Wx‖∞
‖x‖∞

∈ Z since W is a matrix with integer entries. Hence for all

m > ‖W‖∞, Pm is a rational polytope of dimension r. Also, Pm ↑ P. Now fix m > ‖W‖∞.

Observe that {
y ∈ Rr : ‖y − x‖∞ ≤

1
m

}
⊆ P for all x ∈ Pm .

Hence, it follows that for all n > m,

π

(
1
n

Zr ∩ P
)
⊇

1
n

Zp ∩ π(Pm) ,
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which, along with Theorem 1 of De Loera (2005), implies

lim inf
n→∞

an ≥ lim
n→∞

|Zp ∩ nπ(Pm)|
np = Vm (2.7.10)

where Vm = Volume(π(Pm)) is, once again, the p-dimensional volume. Since Pm ↑ P,

it follows thatVm ↑ V. Hence (2.7.8) follows from (2.7.9) and (2.7.10).

Now fix k = 1, 2, . . . , l and let M = ‖xk‖. Observe that for all n > M,

|Fn−M | ≤ |Fk,n| ≤ |Fn+M | .

Hence (2.7.6) follows from (2.7.8). �

We now return to the proof of the second part of the proposition. We give a group

structure to

H :=
l⋃

k=1

(xk + F) (2.7.11)

as follows. For all u1, u2 ∈ H, there exists unique u ∈ H such that (u1 + u2) − u ∈ K.

We define this u to be u1 ⊕ u2. It is not hard to check that (H,⊕) is a countable abelian

group. In fact, H ' Zd/K. We can define a nonsingular group action {ψu} of H on S as

ψu = φu for all u ∈ H . (2.7.12)

Notice that if h ∈ L1(S , µ), h > 0, then, since (2.7.11) is a disjoint union,

∑
u∈H

dµ ◦ ψu

dµ
h ◦ ψu =

∑
t∈F

dµ ◦ φt

dµ
h̃ ◦ φt , (2.7.13)

where

h̃ =
l∑

k=1

dµ ◦ φxk

dµ
h ◦ φxk .

Clearly h̃ ∈ L1(S , µ) and h̃ > 0. Hence using Corollary 2.2.4 and the dissipativity of

{φt}t∈F , we see that the second sum in (2.7.13) is finite almost everywhere. Another

appeal to Corollary 2.2.4 shows that {ψu}u∈H is a dissipative group action.
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Define a random field {Yu}u∈H as

Yu =

∫
S

f̃u(s)M(ds), u ∈ H, (2.7.14)

where

f̃u = f ◦ ψu

(
dµ ◦ ψu

dµ

)1/α

u ∈ H.

Clearly {Yu}u∈H is an H-stationary SαS random field generated by the dissipative action

{ψu}u∈H. Hence, by Remark 2.4.2, there is a standard Borel space (W,W) with a σ-finite

measure ν on it such that

Yu
d
=

∫
W×H

g(w, u ⊕ s) N(dw, ds) u ∈ H,

for some g ∈ Lα(W × H, ν ⊗ τ), where τ is the counting measure on H, and N is a SαS

random measure on W × H with control measure ν ⊗ τ.

Let, for all w ∈ W,

g∗(w) := sup
u∈H
|g(w, u)| . (2.7.15)

Then, clearly, g∗ ∈ Lα(W, ν). We will show that (2.7.2) holds with

a :=
(
Vl
2p

∫
W

(g∗(w))αdν(w)
)1/α

∈ (0,∞) . (2.7.16)

Since bn is an increasing sequence, it is enough to show

lim
n→∞

b2n+1

(2n + 1)p/α = a . (2.7.17)

Let Hn :=
⋃l

k=1 Fk,n. Then by stationarity of {Xt}t∈Zd we have for all n ≥ 1,

bα2n+1 =

∫
S

max
−n1≤t≤n1

| ft(s)|αµ(ds)

=

∫
S

max
u∈Hn
| f̃u(s)|αµ(ds)

=
∑
s∈H

∫
W

max
u∈Hn
|g(w, s ⊕ u)|αν(dw) . (2.7.18)
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The last equality follows from Corollary 4.4.6 of Samorodnitsky and Taqqu (1994). We

define a map N : H → {0, 1, . . .} as,

N(u) := min{‖u + v‖∞ : v ∈ K} .

Clearly, for all u ∈ H,

N(u−1) = N(u) , (2.7.19)

where u−1 is the inverse of u in H. Also, N(·) satisfies the following “triangle inequality”:

for all u1, u2 ∈ H,

N(u1 ⊕ u2) ≤ N(u1) + N(u2) . (2.7.20)

Observe that

Hn = {u ∈ H : N(u) ≤ n} . (2.7.21)

From Lemma 2.7.2 we have Hn’s are finite and Lemma 2.7.3 yields

|Hn| ∼ Vlnp . (2.7.22)

Also, clearly, Hn ↑ H. As in the proof of (2.5.7), we first assume g has compact support,

i.e., g(w, u)IW×Hc
m(w, u) = 0 for some m ≥ 1. Then using (2.7.19) and (2.7.20), the

expression in (2.7.18) becomes

bα2n+1 =
∑

s∈Hn+m

∫
W

max
u∈Hn
|g(w, s ⊕ u)|αν(dw)

=
∑

s∈Hn−m

∫
W

max
u∈Hn
|g(w, s ⊕ u)|αν(dw)

+
∑

s∈Hn+m∩Hc
n−m

∫
W

max
u∈Hn
|g(w, s ⊕ u)|αν(dw) =: An + Bn

for all n > m. Using (2.7.19) and (2.7.20) once again, we have for all s ∈ Hn−m,

max
u∈Hn
|g(w, s ⊕ u)| = g∗(w) .

Hence, using (2.7.22), we get

An = |Hn−m|

∫
W

(g∗(w))αν(dw) ∼ aα(2n + 1)p ,
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while

Bn ≤
(
|Hn+m| − |Hn−m|

) ∫
W

(g∗(w))αν(dw) = o(np) .

Hence, (2.7.17) follows for g having compact support. The proof in the general case

follows by approximating a general kernel g by a kernel with a compact support as done

in the proof of (2.5.7). This completes the proof of the proposition. �

The following result sharpens the the description of the asymptotic behavior of the

partial maxima of a random field given in Theorem 2.6.1. It reduces to the latter result

if K = {0}.

Theorem 2.7.4. Let X = {Xt}t∈Zd be a stationary SαS random field, with 0 < α < 2,

integral representation (2.3.1), and functions { ft} given by (2.3.3). Then, in the termi-

nology introduced in this section, we have the following:

1. If {φt}t∈F is not conservative then

1
np/α Mn ⇒ c Zα (2.7.23)

for some c ∈ (0,∞), and Zα as in (2.6.3). In fact,

c =
(
VlCα

2p

∫
W

(g∗(w))αdν(w)
)1/α

,

whereV is given by (2.7.6), while g∗ is given by (2.7.15) applied to the dissipative part

of the random field (2.7.14), and Cα is as in (2.6.2).

2. If {φt}t∈F is conservative then

1
np/α Mn

p
−→ 0 . (2.7.24)
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Proof. 1. Let rn be the left hand side of (2.6.9). Then we have

rn ≤ P
(
for some u ∈ Hn,

| fu(U (n)
j )|

maxs∈Hn | fs(U
(n)
j )|

> ε, j = 1, 2
)

≤ |Hn|

(
ε−αb−αn

∫
S
| f (s)|αµ(ds)

)2

. (2.7.25)

The inequality (2.7.25) follows using the argument given in Remark (2.6.2). Since

{φt}t∈F is not conservative, Proposition 2.7.1 yields that bn satisfies (2.7.2). Hence, by

(2.7.22), we get that (2.6.9) holds in this case. Since bn satisfies (2.7.2) with a given by

(2.7.16), we get (2.7.23) by Theorem 2.6.1.

2. As in the proof of (2.6.4) we can get a stationary SαS random field Y generated by

a conservative Zd-action such that bY
n satisfies (2.6.7) as well as (2.7.1) (this is possible,

for instance, by Example 2.8.2 below). Therefore, (2.7.24) follows using the exact same

argument as in the proof of (2.6.4). �

Remark 2.7.5. The previous discussion assumes that p ≥ 1. When p = 0 (i.e., when

Zd/K is a finite group) the random field takes only finitely many different values. There-

fore, the sequence Mn remains constant after some stage and so converges to the maxi-

mum of finitely many Xt’s, not an extreme value random variable.

Remark 2.7.6. Suppose now that (H,⊕) is any countable abelian group such that there

exist a sequence of subsets {Hn}n≥1 of H with Hn ↑ H satisfying

1. if u ∈ Hn then u−1 ∈ Hn,

2. if u ∈ Hm and v ∈ Hn then u ⊕ v ∈ Hm+n.

Equivalently, H admits a map N : H → {0, 1, . . .} satisfying (2.7.19) and (2.7.20) so

that Hn’s are obtained as corresponding “n-balls” defined by (2.7.21). It is not difficult
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to observe that the phase transition observed in Theorem 2.7.4 holds for stationary SαS

random fields indexed by H provided Hn’s grow polynomially fast. These are called

groups of polynomial volume growth. See, for instance, Gromov (1981) for a discussion

of such groups.

2.8 Examples

In this section we consider several examples of stationary SαS random fields associated

with conservative flows. As in the one-dimensional case considered in Samorodnitsky

(2004a), the idea is to exhibit a variety of possible behaviors in this case.

Our first example shows that, the partial maxima sequence {Mn} may not have an

extreme value limit. See also Remark 2.7.5 above.

Example 2.8.1. Let {Zt}t∈Zd be a collection of i.i.d. standard normal random vari-

ables, independent of a positive (α/2)-stable random variable A with Laplace transform

E e−θA = e−θ
α/2
, θ ≥ 0. Then Xt = A1/2Zt , t ∈ Zd is a stationary SαS random field, the

simplest type of sub-Gaussian SαS random fields (see Section 3.7 in Samorodnitsky

and Taqqu (1994)). This random field has an integral representation of the form

Xt
d
= (dα)−1

∫
RZd

gt dM, t ∈ Zd (2.8.1)

where dα =
√

2(E |Z0|
α)1/α, and M is a SαS random measure on RZd

whose control

measure µ is a probability measure under which the projections gt, t ∈ Zd are i.i.d.

standard normal random variables. Define a Zd-action {φt} as follows,

φt
(
(xs)s∈Zd

)
= (xs+t)s∈Zd for all (xs)s∈Zd ∈ RZd

.

Then the integral representation (2.8.1) is of the form (2.3.3), with ct ≡ 1 and the mea-

sure preserving action {φt}. Since {φt} is measure preserving action on a finite measure
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space, it is conservative.

An elementary direct computation shows that

bαn = (dα)−α E max
0≤t≤(n−1)1

|Zt|
α ∼ (dα)−α(2d log n)α/2

and
1

(2d log n)1/2 max
0≤t≤(n−1)1

|Zt|
a.s.
−→ 1

as n→ ∞. Therefore the assumption (2.6.7) in Theorem 2.6.1 fails, and we see directly

that
1
bn

Mn ⇒ dα A1/2 ,

a non-extreme value limit, even though the partial maximum Mn does grow at the same

rate as bn .

The second example exhibits stationary SαS random fields generated by conserva-

tive Zd-actions and satisfying (2.6.7). Note that existence of such a field was needed in

the proofs of (2.6.4) and (2.7.24).

Example 2.8.2. Once again, let X be given by (2.8.1) with dα = 1, but now the control

measure µ of the SαS random measure M is a probability measure under which the

projections gt, t ∈ Zd are i.i.d. positive Pareto random variables with

µ(g0 > x) = x−θ for x ≥ 1

for some θ > α. For the same reason as before, X is generated by a conservative Zd-

action. Note that, for every p ∈ (0, θ),∫
RZd

max
0≤t≤(n−1)1

|gt|
pdµ ∼ cp,θ npd/θ as n→ ∞ (2.8.2)

for some finite positive constant cp,θ . Using (2.8.2) with p = α shows that

bn ∼ c1/α
α,θ nd/θ as n→ ∞ ,
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and so (2.6.7) holds. Furthermore, (2.8.2) with some p ∈ (α, θ) shows uniform integra-

bility of the sequence {b−αn max0≤t≤(n−1)1 |gt|
α} with respect to µ. Since (2.6.12) is obvious

in this case, we conclude that (2.6.9) holds as well. That is, n−d/θMn converges to an

extreme value distribution and hence this example also shows that the rate of growth of

Mn can be nγ for any γ ∈ (0, d/α).

The next example is motivated by a stationary SαS process considered in Mikosch

and Samorodnitsky (2000) (see also Example 5.3 in Samorodnitsky (2004a)).

Example 2.8.3. We start with d irreducible aperiodic null-recurrent Markov chains

on Z with laws P(1)
i (·), P(2)

i (·), . . . , P(d)
i (·), i ∈ Z and transition probabilities

(p(1)
jk ), (p(2)

jk ), . . . , (p(d)
jk ) respectively. For all l = 1, 2, . . . , d, let π(l) = (π(l)

i )i∈Z be the

σ-finite invariant measure corresponding to the family (P(l)
i ) satisfying π(l)

0 = 1. Let P̃(l)
i

be the lateral extension of P(l)
i to ZZ; that is under P̃(l)

i , x0 = i, (x0, x1, . . .) is a Markov

chain with transition probabilities (p(l)
jk) and (x0, x−1, . . .) is a Markov chain with transi-

tion probabilities (π(l)
k p(l)

k j/π
(l)
j ). Define a σ-finite measure µ on S = ZZ × ZZ × · · · × ZZ

by

µ(A1 × A2 × · · · × Ad) =
d∏

l=1

( ∞∑
i=−∞

π(l)
i P̃(l)

i (Al)
)
,

and observe that µ is invariant under the Zd-action {φ(i1,i2,...,id)} on S defined as follows

φ(i1,i2,...,id)
(
(a(1)

u ), (a(2)
u ), . . . , (a(d)

u )
)
=

(
(a(1)

u+i1
), (a(2)

u+i2
), . . . , (a(d)

u+id
)
)
.

This Zd-action is conservative (see Harris and Robbins (1953)).

Let X = {X(i1,i2,...,id)} be a stationary SαS random field defined by the integral rep-

resentation (2.3.1) with M being a SαS random measure on S with control measure µ,

and

f(i1,i2,...,id) = f ◦ φ(i1,i2,...,id) , i1, i2, . . . , id ∈ Z
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with

f (x(1), x(2), . . . , x(d)) = I
{x(1)

0 =0, x(2)
0 =0, ..., x(d)

0 =0} , x(1), x(2), . . . , x(d) ∈ ZZ .

Assume further that for all l = 1, 2, . . . , d,

P0(x(l)
n = 0) ∼ n−γl Ll(n) as n→ ∞

for some γ1, γ2, . . . , γd ∈ (0, 1) such that γ1 + γ2 + · · ·+ γd > 1 and slowly varying func-

tions L1, L2, . . . , Ld . Using the calculations of Example 5.3 of Samorodnitsky (2004a)

we have

bαn =
d∏

l=1

( ∞∑
i=−∞

π(l)
i P(l)

i (x(l)
k = 0 for some k = 0, 1, . . . , n − 1)

)
∼ c(γ1, γ2, . . . , γd)

nγ1+γ2+···+γd

L1(n)L2(n) . . . Ld(n)

as n → ∞ where c(γ1, γ2, . . . , γd) =
∏d

l=1
(
Γ(1 + γl)Γ(1 − γl)

)−1. Hence it follows from

Theorem 2.6.1 and Remark 2.6.11 that

L1(n)1/αL2(n)1/α . . . Ld(n)1/α

n(γ1+γ2+···+γd)/α Mn ⇒
(
Cα c(γ1, γ2, . . . , γd)

)1/α Zα

as n→ ∞.

Next is an example of an application of Theorem 2.7.4.

Example 2.8.4. Suppose d = 3, and define the Z3-action {φ(i, j,k)} on S = R × {−1, 1} as

φ(i, j,k)(x, y) = (x + i + 2 j, (−1)ky) .

An action-invariant measure µ on S is defined as the product of the Lebesgue measure

on R and the counting measure on {−1, 1}. Take any f ∈ Lα(S ) and define a stationary

SαS random field {X(i, j,k)} as follows

X(i, j,k) =

∫
R×{−1,1}

f
(
φ(i, j,k)(x, y)

)
dM(x, y) ,
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where M is a SαS random measure on R×{−1, 1} with control measure µ. Note that the

above representation of {X(i, j,k)} is of the form (2.3.3) generated by a measure preserving

conservative action with c(i, j,k) ≡ 1.

In the notation of Section 2.7 we have

K = {(i, j, k) ∈ Z3 : i + 2 j = 0 and k is even} ,

and so

A ' Z3/K ' Z × Z/2Z ,

and

F = {(i, 0, 0) : i ∈ Z} .

In particular p = 1 and {φt}t∈F is dissipative. Hence Theorem 2.7.4 applies and says that

1
n1/α Mn converges to an extreme value distribution.

In all the examples we have seen so far, the action has a conservative direction i.e

there is u ∈ Zd−{0} such that {φnu}n∈Z is a conservative Z-action. The following example

of a Z2-action, suggested to us by M.G. Nadkarni, lacks such a conservative direction.

In a sense, this example is “less one-dimensional” than the previous examples.

Example 2.8.5. Suppose that d = 2, and define the action {φ(i, j)}i, j∈Z of Z2 on S = R

with µ = Leb by

φ(i, j)(x) = x + i + j
√

2, for all x ∈ R .

Clearly, this action is measure preserving and it does not have any conservative direction.

It is, however, well known that this action does not admit a wandering set of positive

Lebesgue measure, and hence is conservative. In fact, if we take the kernel f = I[0,1] and

define {X(i, j)} by (2.3.1) and (2.3.3) with, say, c(i, j) ≡ 1, then we have for all n ≥ 2,

bαn = µ
( ⋃

0≤i, j≤(n−1)

φ(i, j)
(
[0, 1]

))
= µ

(
[0, 1 + (n − 1)(1 +

√
2)]

)
.
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So, bn ∼ (1+
√

2)1/αn1/α and a simple calculation shows that left hand side of (2.6.9) is

bounded from above by b−2α
n (µ ⊗ µ)(Bn) where

Bn =
{
(x, y) ∈ R2 : −(n − 1)(1 +

√
2) ≤ x, y ≤ 1, |x − y| ≤ 1

}
.

Since (µ ⊗ µ)(Bn) = O(n), (2.6.9) holds and hence

1
n1/α Mn ⇒

(
(1 +

√
2)Cα

)1/αZα .
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Chapter 3

Associated Point Processes

3.1 Introduction

Suppose, as in the previous chapter, that X := {Xt}t∈Zd is a stationary SαS discrete-

parameter random field. We consider the sequence of point processes on [−∞,∞] − {0}

Nn =
∑
‖t‖∞≤n

δb−1
n Xt

, n = 1, 2, 3, . . . (3.1.1)

induced by the random field X with an aptly chosen sequence of scaling constants bn ↑

∞. Here δx denotes the point mass at x. We are interested in the weak convergence

of this point process sequence in the space M of Radon measures on [−∞,∞] − {0}

equipped with the vague topology. This is important in extreme value theory because a

number of limit theorems for various functionals of SαS random fields can be obtained

by continuous mapping arguments on the associated point process sequence. See, for

example, Resnick (1987) for a background on point processes and their applications to

extreme value theory.

If {Xt}t∈Zd is an iid collection of random variables with tails decaying like those of a

symmetric α stable distribution (i.e., P(|Xt| > x) ∼ Cx−α as x→ ∞ for all t ∈ Zd and for

some positive constant C) then {bn} can be chosen as follows:

bn = nd/α . (3.1.2)

With the above choice, the sequence {Nn} converges weakly in the spaceM to a Pois-

son random measure, whose intensity blows up near zero (this is the reason why we

exclude zero from the state space). See, once again, Resnick (1987). The assumption

of independence can be relaxed to weak or local dependence provided the random field
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is stationary and the marginal distribution has balanced regularly varying tails. In this

case, use of the same normalizing sequence (3.1.2) is still appropriate and {Nn} con-

verges weakly to a cluster Poisson process. See Davis and Resnick (1985) and Davis

and Hsing (1995).

When the dependence structure of the random field is not necessarily weak or local,

finding a suitable scaling sequence and computation of the weak limit both become

challenging. As in the one-dimensional case in Resnick and Samorodnitsky (2004), we

will observe that for stable random fields the choice of {bn} depends on the heaviness

of the tails of the marginal distributions as well as on the length of memory. Therefore,

in the short memory case the choice (3.1.2) of normalizing constants is appropriate

although in the long memory case it is not. Furthermore, the extreme observations may

cluster so much due to long memory that one may need to normalize the sequence {Nn}

itself to ensure weak convergence.

In Section 3.2 we study point processes corresponding to dissipative actions, i.e.,

point processes based on mixed moving averages. Section 3.3 deals with the conserva-

tive case using the connections to group theory established in Section 2.7.

3.2 The Dissipative Case

Let X be a stationary SαS discrete parameter random field generated by a dissipative

Zd-action. We know from the previous chapter that such a random field has a mixed

moving average representation (2.3.7) and its partial maxima sequence (2.5.1) grows

exactly at the rate nd/α. As expected, bn ∼ nd/α turns out to be the right normalization for

the point process (3.1.1) in this case. The following theorem, which is a direct extension

of Theorem 3.1 in Resnick and Samorodnitsky (2004), states that the limiting random
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measure is a cluster Poisson random measure even though the dependence structure is

no longer weak or local.

Suppose l is the counting measure on Zd, ν is a σ-finite measure on a standard Borel

space (W,W) used in (2.3.7) and να is the symmetric measure on [−∞,∞] − {0} given

by να(x,∞] = να[−∞,−x) = x−α, x > 0 . Without loss of generality, we assume that

the original stable random field is of the form given in (2.3.7). Let

N =
∑

i

δ( ji,vi,ui) ∼ PRM(να ⊗ ν ⊗ l) (3.2.1)

be Poisson random measure on ([−∞,∞]− {0})×W ×Zd with mean measure να ⊗ ν⊗ l.

Then from the assumption above it follows that X has the following series representa-

tion:

Xt = Cα
1/α

∑
i

ji f (vi, ui + t), t ∈ Zd , (3.2.2)

where Cα is the stable tail constant (2.6.2); see, for example, Samorodnitsky and Taqqu

(1994).

Theorem 3.2.1. Let X be the mixed moving average (2.3.7), and define the point process

Nn =
∑
−n1≤t≤n1 δ(2n)−d/αXt

, n = 1, 2, . . . . Then Nn ⇒ N∗ as n → ∞, weakly in the space

M, where N∗ is a cluster Poisson random measure with representation

N∗ =
∞∑

i=1

∑
t∈Zd

δ ji f (vi,t) , (3.2.3)

where ji, vi are described before (3.2.1). Furthermore, N∗ is Radon on [−∞,∞] − {0}

with Laplace functional (g ≥ 0 continuous with compact support)

ψN∗(g) = E
(
e−N∗(g)

)
(3.2.4)

= exp
{
−

"
([−∞,∞]−{0})×W

(
1 − e−

∑
t∈Zd g

(
x f (v,t)

))
να(dx)ν(dv)

}
.
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Proof. The proof of this theorem is exactly same as the proof of Theorem 3.1 in Resnick

and Samorodnitsky (2004). We first compute the Laplace functional of N∗ in a similar

fashion, namely, by observing that

E
(
e−N∗(g)

)
= E exp

−∑
i

∑
t

g( ji f (vi, t))

 = E exp

−∑
i

η( ji, vi)


where

η(x, v) =
∑
t∈Zd

g(x f (v, t)) . (3.2.5)

Since
∑

i δ( ji,vi) is PRM with mean measure να ⊗ ν, we have

E
(
e−N∗(g)

)
= exp

{
−

"
([−∞,∞]−{0})×W

(1 − e−η(x,v))να(dx)ν(dv)
}

which establishes (3.2.4).

To prove N∗ is Radon, it is enough to show

E(N∗(h)) < ∞ .

with h(x) = 1[−∞,−δ]∪[δ,∞] and δ > 0. Note that

E(N∗(h)) = E
∑

i

∑
t∈Zd

h( ji f (vi, t)) =
∑

i

Eη′( ji, vi),

where we define η′ by replacing g by h in (3.2.5). It follows from above that

E(N∗(h)) =
"

η′(x, v)να(dx)ν(dv) =
" ∑

t∈Zd

h(x f (v, t))να(dx)ν(dv)

=
∑
t∈Zd

∫
v∈W

[∫
|x|>δ/| f (v,t)|

να(dx)
]
ν(dv)

= 2δ−α
∑
t∈Zd

∫
W
| f (v, t)|αν(dv) < ∞

since f ∈ Lα(W × Zd, ν ⊗ l).

As in the one-dimensional case in Resnick and Samorodnitsky (2004) one can argue

that only a few of ji’s in (3.2.2) are not nullified by the normalization (2n)−d/α and hence
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we should expect to see a cluster Poisson process in the limit. Therefore, Nn should have

the same weak limit as

N(2)
n :=

∞∑
i=1

∑
‖t‖∞≤n

δ(2n)−d/α ji f (vi,ui+t) (3.2.6)

as n → ∞. Our plan is to establish the convergence of N(2)
n , and then show that Nn and

N(2)
n converge to the same limit.

Using the method used to compute the Laplace functional of N∗ and the scaling

property of να we get

E
(
e−N(2)

n (g)
)

(3.2.7)

= exp
{
−

1
(2n)d

∫
|x|> 0

∫
W

∑
u∈Zd

(
1 − e−

∑
‖t‖∞≤n g

(
x f (v,u+t)

))
ν(dv)να(dx)

}
(g ≥ 0 continuous with compact support) which needs to be shown to converge to

(3.2.4). As in the proof of (2.5.7) assume first that the function f in (2.3.7) is compactly

supported, i.e., for some positive integer K

f (v, s)IW×[−K1,K1]c(v, s) ≡ 0 . (3.2.8)

Under this compact support assumption the integral in (3.2.7) equals

1
(2n)d

∫
|x|> 0

∫
W

∑
‖u‖∞≤n+K

(
1 − e−

∑
‖t‖∞≤n g

(
x f (v,u+t)

))
ν(dv)να(dx)

=
1

(2n)d

∫
|x|> 0

∫
W

∑
u∈An

(
1 − e−

∑
‖t‖∞≤n g

(
x f (v,u+t)

))
ν(dv)να(dx)

+
1

(2n)d

∫
|x|> 0

∫
W

∑
‖u‖∞≤n−K

(
1 − e−

∑
‖t‖∞≤n g

(
x f (v,u+t)

))
ν(dv)να(dx)

=: In + Jn

for all n > K. Here An = [−(n + K)1, (n + K)1] − [−(n − K)1, (n − K)1]. We examine

both integrals above and claim

In → 0 , (3.2.9)
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and

Jn →

∫
|x|> 0

∫
W

(
1 − e−

∑
‖t‖∞≤K g

(
x f (v,t)

))
ν(dv)να(dx) . (3.2.10)

as n→ ∞.

Using the inequality 1 − e−x ≤ x, (x > 0), and then the compact support assumption

(3.2.8) we bound the first integral as follows:

In ≤
1

(2n)d

∫
|x|> 0

∫
W

∑
u∈An

∑
‖t‖∞≤n

g
(
x f (v, u + t)

)
ν(dv)να(dx)

≤
1

(2n)d

∫
|x|> 0

∫
W

∑
u∈An

∑
‖τ‖∞≤K

g
(
x f (v, τ)

)
ν(dv)να(dx)

≤
|An|

(2n)d

∫
|x|> 0

∫
W

∑
‖τ‖∞≤K

g
(
x f (v, τ)

)
ν(dv)να(dx)

and since g ≥ 0 has compact support on [−∞,∞] − {0}, g ≤ CI[−∞,−δ]∪[δ,∞] (where

C, δ > 0), which yields

≤ C
|An|

(2n)d

∫
W

∫
|x|> 0

∑
‖τ‖∞≤K

I(|x| ≥ δ/| f (v, τ)|)να(dx)ν(dv)

≤ C
|An|

(2n)d (2K + 1)d
∫

W
να

(
|x| ≥

δ∑
‖τ‖∞≤K | f (v, τ)|

)
ν(dv)

≤
2C(2K + 1)d|An|

δα(2n)d

∫
W

∑
‖τ‖∞≤K

| f (v, τ)|αν(dv)→ 0

since |An| = o(nd) and f ∈ Lα(W × Zd, ν ⊗ l). This proves (3.2.9).

To establish (3.2.10) observe that

Jn

=
1

(2n)d

∑
‖u‖∞≤n−K

∫
|x|> 0

∫
W

(
1 − e−

∑
‖t‖∞≤n g

(
x f (v,u+t)

))
ν(dv)να(dx)

=
(2n − 2K + 1)d

(2n)d

∫
|x|> 0

∫
W

(
1 − e−

∑
‖t‖∞≤K g

(
x f (v,t)

))
ν(dv)να(dx)

→

∫
|x|> 0

∫
W

(
1 − e−

∑
‖t‖∞≤K g

(
x f (v,t)

))
ν(dv)να(dx)
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as n → ∞ proving (3.2.10), which together with (3.2.9) completes the proof that N(2)
n

converges to N∗ weakly inM for compactly supported f .

We now remove the assumption of compact support on the function f by an exact

same argument as in the one-dimensional case. For a general f ∈ Lα(ν ⊗ l) define

fK(v, u) = f (v, u)I(‖u‖∞ ≤ K), K ≥ 1. (3.2.11)

Clearly each fK satisfies (3.2.8) and fK → f in Lα(ν ⊗ l) as K → ∞. Define

N(2,K)
n =

∞∑
i=1

∑
‖t‖∞≤n

δ(2n)−d/α ji fK (vi,ui+t) , (3.2.12)

for K, n ≥ 1, and

N(K)
∗ =

∞∑
i=1

∑
t∈Zd

δ ji fK (vi,t) , K ≥ 1 . (3.2.13)

For every K ≥ 1, N(2,K)
n ⇒ N(K)

∗ weakly in the space M as n → ∞ by the arguments

given above. As in the one-dimensional case, we will show

N(K)
∗ ⇒ N∗ weakly in the spaceM as K → ∞ (3.2.14)

and

lim
K→∞

lim sup
n→∞

P(|N(2,K)
n (g) − N(2)

n (g)| > ε) = 0 (3.2.15)

for all ε > 0 and for every non-negative continuous function g with compact support on

[−∞,∞] − {0}. This will establish that N∗ is the weak limit of N(2)
n as n→ ∞.

Since N∗ is Radon, for every Borel set A bounded away from the origin N∗ has

finitely many points in A. Also, the set of points of N(K)
∗ increases to that of N∗ as

K → ∞. This proves N(K)
∗

a.s.
−→ N∗ inM as K → ∞, which implies (3.2.14).

Assuming as before g ≤ CI[−∞,−δ]∪[δ,∞] (where C, δ > 0), we have

E|N(2,K)
n (g) − N(2)

n (g)|
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= E

 ∞∑
i=1

∑
‖t‖∞≤n

g((2n)−d/α ji f (vi, ui + t))I (‖ui + t‖∞ > K)


=

∑
‖t‖∞≤n

E

 ∞∑
i=1

g((2n)−d/α ji f (vi, ui + t))I (‖ui + t‖∞ > K)


=

∑
‖t‖∞≤n

∫
W

∫
|x|>0

∑
u∈Zd

g((2n)−d/αx f (v, u + t))I
(
‖u + t‖∞ > K

)
να(dx)ν(dv)

=
∑
‖t‖∞≤n

∫
W

∫
|x|>0

∑
u∈Zd

g((2n)−d/αx f (v, u))I(‖u‖∞ > K)να(dx)ν(dv)

=
1

(2n)d

∑
‖t‖∞≤n

∫
W

∫
|x|>0

∑
‖u‖∞>K

g(x f (v, u))να(dx)ν(dv)

≤ C
(2n + 1)d

(2n)d

∫
W

∫
|x|>0

∑
‖u‖∞>K

I(|x| > δ/| f (v, u)|)να(dx)ν(dv)

≤
2C
δα

∫
W

∑
‖u‖∞>K

| f (v, u)|αν(dv)

from which (3.2.15) follows since f ∈ Lα(ν ⊗ l). This proves N(2)
n ⇒ N∗ for any kernel

f .

To complete the proof of the theorem, we need to prove that for all ε > 0

P[ρ(Nn,N(2)
n ) > ε]→ 0 (n→ ∞)

where ρ is the vague metric on M. Clearly, it is enough to prove that for every non-

negative continuous function g with compact support on [−∞,∞] − {0},

P(|Nn(g) − N(2)
n (g)| > ε)

= P


∣∣∣∣∣∣∣∑
‖t‖≤n

g (
Xt

(2n)d/α

)
−

∞∑
i=1

g
(

ji f (vi, ui + t)
(2n)d/α

)
∣∣∣∣∣∣∣ > ε

→ 0 (3.2.16)

as n → ∞, which follows by the exact same argument used to prove (3.14) in Resnick

and Samorodnitsky (2004). This completes the proof of this result. �
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3.3 Point Processes and Group Theory

This section deals with the longer memory case, i.e., the random field is now generated

by a conservative action. In this case, we know from Theorem 2.6.1 that the partial

maxima sequence (2.5.1) of the random field grows at a rate slower than nd/α. Hence

(3.1.2) is inappropriate in this case. In general, there may or may not exist a normalizing

sequence {bn} that ensures weak convergence of {Nn}. See Resnick and Samorodnitsky

(2004) for examples of both kinds in the d = 1 case.

We will work with a specific class of stable random fields generated by conservative

actions for which the effective dimension p ≤ d is known. For this class of random

fields, the point process {Nn} will not converge weakly to a nontrivial limit for any

choice of the scaling sequence. Even for an appropriate choice of {bn}, the associated

point process won’t even be tight (see Remark 3.3.4 below) because of the clustering

effect of extreme observations due to longer memory of the random field. Hence, in

order to ensure weak convergence, we have to normalize the point process sequence

{Nn} in addition to using a normalizing sequence {bn} different from (3.1.2). This phe-

nomenon was also observed in Example 4.2 of the one-dimensional case in Resnick and

Samorodnitsky (2004).

Our tools here are group theoretic as in Section 2.7; we study the algebraic structure

of A := {φt : t ∈ Zd}, a group of invertible nonsingular transformations on (S , µ)

and use some basic counting arguments to analyze the point process {Nn}. We need to

recall some of the notations and terminologies used in Section 2.7. We have a group

homomorphism

Φ : Zd → A

defined by Φ(t) = φt. Letting K := Ker(Φ) = {t ∈ Zd : φt = 1S } as before, we get
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A ' Zd/K, and hence

A = F̄ ⊕ N̄

where F̄ is a free abelian group of rank p and N̄ is a finite group of size l. Let Ψ be as

before so that F = Ψ(F̄) is a free subgroup of Zd of rank p. As in Section 2.7 we assume

that

p = rank(F) ≥ 1

in this section as well (see Remark 2.7.5). From the proof of (2.7.1) we get that the sum

F + K is direct and

Zd/G ' N̄ ,

where G = F⊕K. Recall also that x1+G, x2+G, . . . , xl+G are all the cosets of G in Zd

and H :=
⋃l

k=1(xk+F), which becomes a group isomorphic to Zd/K under the operation

⊕ (addition modulo K) defined in Section 2.7. Let rank(K) = q ≥ 1 (we can also allow

q = 0 provided we follow the convention mentioned in Remark 3.3.2). Choose a basis

{u1, u2, . . . , up} of F and a basis {v1, v2, . . . , vq} of K. Let U be the d × p matrix with ui

as its ith column and V be the d × q matrix with v j as its jth column.

From Theorem 2.7.4 we can guess that bn ∼ np/α is a legitimate choice of the scaling

sequence provided {φt}t∈F is dissipative because, in that case, p becomes the intrinsic

dimension of the random field. If {φt}t∈F is a dissipative group action then we get another

dissipative H-action {ψu}u∈H defined by (2.7.12). In this case, if we further assume that

the cocycle in (2.3.3) satisfies

ct ≡ 1 for all t ∈ K, (3.3.1)

then it will follow that {cu}u∈H is an H-cocycle for {ψu}u∈H, i.e., for all u1, u2 ∈ H,

cu1⊕u2(s) = cu1(s)cu2

(
ψu1(s)

)
for µ-a.a. s ∈ S .
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Hence the subfield {Xu}u∈H is H-stationary and is generated by the dissipative action

{ψu}u∈H. Hence, by Remark 2.4.2, there is a standard Borel space (W,W) with a σ-finite

measure ν on it such that

Xu
d
=

∫
W×H

h(w, u ⊕ s) M′(dw, ds), u ∈ H, (3.3.2)

for some h ∈ Lα(W × H, ν ⊗ τ), where τ is the counting measure on H, and M′ is a SαS

random measure on W × H with control measure ν ⊗ τ.

Once again, we may assume, without loss of generality, that the original subfield

{Xu}u∈H is given in the form (3.3.2). Let

N′ =
∑

i

δ( ji,vi,ui) ∼ PRM(να ⊗ ν ⊗ τ) (3.3.3)

be Poisson random measure on ([−∞,∞]− {0})×W ×H with mean measure να ⊗ ν⊗ τ.

The following series representation holds in parallel to (3.2.2):

Xu = C1/α
α

∞∑
i=1

jih(vi, ui ⊕ u), u ∈ H, (3.3.4)

where Cα is the stable tail constant (2.6.2) as before.

Define

C = {y ∈ Rp : there exists λ ∈ Rq such that ‖Uy + Vλ‖∞ ≤ 1} .

Let |C| denote the p-dimensional volume of C, and for y ∈ C denote by V(y) the q-

dimensional volume of the polytope

Py := {λ ∈ Rq : ‖Uy + Vλ‖∞ ≤ 1} .

Define, for t ∈ H,

m(t, n) :=
∣∣∣[−n1, n1] ∩ (t + K)

∣∣∣ . (3.3.5)

Here |B| denotes the cardinality of the finite set B. The following result, which is an

extension of Theorem 3.2.1 (see Remark 3.3.2 below), states that the weak limit of

properly scaled {Nn} is a random measure which is not a point process.
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Theorem 3.3.1. Suppose {φt}t∈F be a dissipative group action and (3.3.1) holds. Let

Ñn = n−q ∑
t∈[−n1,n1] δ(cn)−p/αXt , n = 1, 2, . . . where c =

(
l|C|

)1/p. Then Ñn ⇒ Ñ∗ weakly in

M, where Ñ∗ is a random measure with the following representation

Ñ∗ =
∞∑

i=1

∑
u∈H

V(ξi)δ jih(vi,u) , (3.3.6)

where { ji} and {vi} are as in (3.3.3), {ξi} is a sequence of iid p-dimensional random

vectors uniformly distributed in C independent of { ji} and {vi}, andV is the continuous

function defined on C as above. Furthermore, Ñ∗ is Radon on [−∞,∞]−{0}with Laplace

functional (g ≥ 0 continuous with compact support)

ψÑ∗(g) = E
(
e−Ñ∗(g)

)
(3.3.7)

= exp
{
−

1
|C|

∫
C

∫
|x|>0

∫
W

(1 − e−V(y)
∑

w∈H g(xh(v,w)))ν(dv)να(dx)dy
}
.

Remark 3.3.2. In the above theorem we can also allow q to be equal to 0 provided we

follow the convention R0 = {0}, which is assumed to have 0-dimensional volume equal

to 1. With these conventions, Theorem 3.3.1 reduces to Theorem 3.2.1 when q = 0.

In order to prove Theorem 3.3.1 we need some basic facts about C,V(y) and m(t, n)

defined above. We summarize them in the following

Lemma 3.3.3. With the notations introduced above, we have:

(i) C is compact and convex.

(ii)V(y) is a continuous function of y.

(iii) For all 1 ≤ k ≤ l,

mk,n(y) :=
m

(
xk +

∑p
i=1[nyi]ui, n

)
nq , n = 1, 2, . . .

(
y = (y1, . . . , yp)

)
is uniformly bounded on C and converges (as n→ ∞) toV(y) for all

y ∈ C.
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(iv) There is a constant κ0 > 0 such that m(t, n)/nq ≤ κ0 for all t ∈ H and for all n ≥ 1.

Also,
1
np

∑
u∈Hn

m(u, n)
nq → l

∫
C
V(y)dy < ∞

as n→ ∞. Here Hn is as in (2.7.21).

Proof. (i) Let W = [U : V] and z =

 y

λ

 . Then C is a projection of the closed and

convex set

P := {z ∈ Rp+q : ‖Wz‖∞ ≤ 1} .

To complete the proof of part (i) it is enough to establish that P is bounded because, in

that case, C becomes a projection of a compact and convex set. To this end note that

the columns of W are independent over Z and hence over Q which means that there is

a (p + q) × d matrix Z such that ZW = I, the identity matrix of order p + q. From the

string of inequalities

‖z‖∞ = ‖ZWz‖∞ ≤ ‖Z‖∞‖Wz‖∞ ≤ ‖Z‖∞

the boundedness of P follows.

(ii) Take {y(n)} ⊆ C such that y(n) → y. Fixing an integer m ≥ 1 we can get N large

enough so that for all n ≥ N, ‖y(n) − y‖ ≤ 1
m and hence{

λ ∈ Rq : ‖Uy + Vλ‖∞ ≤ 1 −
‖U‖∞

m

}
⊆ Py(n) ⊆

{
λ ∈ Rq : ‖Uy + Vλ‖∞ ≤ 1 +

‖U‖∞
m

}
.

First taking the lim sup (and lim inf) as n → ∞ and then taking the limit as m → ∞ we

get that

V(y) ≤ lim inf
n→∞

V
(
y(n)) ≤ lim sup

n→∞
V

(
y(n)) ≤ V(y)

75



which proves part (ii).

(iii) Fix 1 ≤ k ≤ l. Let L = max1≤k≤l ‖xk‖∞. We start by showing that for all y ∈ C

mk,n(y)→V(y) (3.3.8)

as n→ ∞. Let

Bn :=
{
ν ∈ Zq :

∥∥∥xk +

p∑
i=1

[nyi]ui + Vν
∥∥∥
∞
≤ n

}
, n ≥ 1 .

Since the columns of V are linearly independent over Z, we have

|Bn| =
∣∣∣[−n1, n1] ∩ (xk +

p∑
i=1

[nyi]ui + K)
∣∣∣ = nq mk,n(y) . (3.3.9)

Define

Cm :=
{
λ ∈ Rq : ‖Uy + Vλ‖∞ ≤ 1 −

1
m

(
p∑

i=1

‖ui‖∞ + L)
}
, m ≥ 1 .

We first fix m ≥ 1 and claim that for all n ≥ m

Zq ∩ nCm ⊆ Zq ∩ nCn ⊆ Bn . (3.3.10)

The first inequality is obvious. To prove the second one take

ν ∈ Zq ∩ nCn =

{
ν ∈ Zq :

∥∥∥ p∑
i=1

nyi ui + Vν
∥∥∥
∞
≤ n −

p∑
i=1

‖ui‖∞ − L
}

and observe that

∥∥∥xk +

p∑
i=1

[nyi]ui + Vν
∥∥∥
∞

≤ ‖xk‖∞ +
∥∥∥ p∑

i=1

nyi ui + Vν
∥∥∥
∞
+

p∑
i=1

‖ui‖∞ ≤ n .

It follows from (3.3.10) that

|Zq ∩ nCm|

nq ≤
|Bn|

nq = mk,n(y) (3.3.11)
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for all n ≥ m. Since Cm is a rational polytope (i.e., a polytope whose vertices have

rational coordinates) the left hand side of (3.3.11) converges to Volume(Cm), the q-

dimensional volume of Cm by Theorem 1 of De Loera (2005). Hence (3.3.11) and

(3.3.9) yield

Volume(Cm) ≤ lim inf
n→∞

mk,n(y) .

Now taking another limit as m→ ∞ we get

V(y) ≤ lim inf
n→∞

mk,n(y) (3.3.12)

since Cm ↑ Py. Defining another sequence of rational polytopes

C′m :=
{
λ ∈ Rq : ‖Uy + Vλ‖∞ ≤ 1 +

1
m

(
p∑

i=1

‖ui‖∞ + L)
}
, m ≥ 1

and observing that C′m ↓ Py as m→ ∞ we can conclude using a similar argument

lim sup
n→∞

mk,n(y) ≤ V(y) . (3.3.13)

(3.3.8) follows from (3.3.12) and (3.3.13).

To establish the uniform boundedness let R := supy∈C ‖y‖∞ < ∞ by part (i). Observe

that

C′1 ⊆
{
λ ∈ Rq : ‖Vλ‖∞ ≤ 1 +

p∑
i=1

‖ui‖∞ + L + R‖U‖∞
}
=: C′ ,

which is another rational polytope. Hence

mk,n(y) ≤
|Zq ∩ nC′1|

nq ≤
|Zq ∩ nC′|

nq

from which the uniform boundedness follows by another application of Theorem 1 of

De Loera (2005).

(iv) To establish this part, we start by proving two set inclusions which will be useful

once more later in this section. For 1 ≤ k ≤ l, define

Q(k)
n := {α ∈ Zp : xk + Uα ∈ Fk,n} , n ≥ 1.
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Here Fk,n is as in Lemma 2.7.3. Let L = max1≤k≤l ‖xk‖∞ and L′ = L +
∑p

i=1 ‖ui‖∞ +∑q
j=1 ‖v j‖∞. We claim that for all n > L′,{(

[(n − L′)y1], . . . , [(n − L′)yp]
)

: y ∈ C
}

⊆ Q(k)
n ⊆

{(
[(n + L)y1], . . . , [(n + L)yp]

)
: y ∈ C

}
. (3.3.14)

To prove the first inclusion, let y ∈ C and λ ∈ Rq be such that

‖Uy + Vλ‖∞ ≤ 1 .

Then we have∥∥∥∥∥xk +

p∑
i=1

[(n − L′)yi]ui +

q∑
j=1

[(n − L′)λ j]v j

∥∥∥∥∥
∞

≤ L + (n − L′)
∥∥∥∥∥ p∑

i=1

yiui +

q∑
j=1

λ jv j

∥∥∥∥∥
∞

+

p∑
i=1

‖ui‖∞ +

q∑
j=1

‖v j‖∞

≤ n

proving xk+
∑p

i=1[(n−L′)yi]ui ∈ Fk,n and hence the first inclusion in (3.3.14). The second

one is easy. If α ∈ Q(k)
n then for some β ∈ Zq

‖xk + Uα + Vβ‖∞ ≤ n ,

and hence

‖Uα + Vβ‖∞ ≤ n + L ,

which yields y = (1/(n + L))α ∈ C and establishes the second set inclusion in (3.3.14).

To prove the uniform boundedness in part (iv) we use (3.3.14) as follows:

sup
n≥1

sup
t∈H

m(t, n)
nq

= sup
n≥1

max
t∈Hn

m
(
t, n

)
nq

≤max
1≤k≤l

sup
n≥1

max
α∈Q(k)

n

m(xk + Uα, n + L)
nq

≤max
1≤k≤l

sup
n≥1

sup
y∈C

(
1 +

L
n

)q m
(
xk +

∑p
i=1[(n + L)yi]ui, n + L

)
(n + L)q ,
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and this is bounded above by

κ0 = (1 + L)q max
1≤k≤l

sup
n≥1

sup
y∈C

mk,n(y) , (3.3.15)

which is finite by part (iii).

To prove the convergence it is enough to show that for all 1 ≤ k ≤ l

1
np

∑
u∈Fk,n

m(u, n)
nq →

∫
C
V(y)dy (n→ ∞) . (3.3.16)

To prove (3.3.16) we use (3.3.14) once again to get the following bound:

1
np

∑
u∈Fk,n

m(u, n)
nq

≤

(n + L
n

)p 1
(n + L)p

∑
α∈Q(k)

n

m(xk + Uα, n + L)
nq

≤

(n + L
n

)p+q ∫
C

m
(
xk +

∑p
i=1[(n + L)yi]ui, n + L

)
(n + L)q dy + o(1) ,

from which using part (iii) and dominated convergence theorem we get

lim sup
n→∞

1
np

∑
u∈Fk,n

m(u, n)
nq ≤

∫
C
V(y)dy .

Similarly we can also prove

lim inf
n→∞

1
np

∑
u∈Fk,n

m(u, n)
nq ≥

∫
C
V(y)dy .

(3.3.16) follows from the above two inequalities. This completes the proof of Lemma

3.3.3. �

Proof of Theorem 3.3.1. The steps of this proof are similar to the proof of Theorem

3.2.1. We start with the Laplace functional of Ñ∗,

ψÑ∗(g) = E
(
e−Ñ∗(g)

)
= E exp

− ∞∑
i=1

∑
u∈H

V(ξi)g( jih(vi, u))


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which equals (3.3.7) by a similar argument as before since
∑

i δ( ji,vi,ξi) is PRM with mean

measure (1/|C|)(να ⊗ ν ⊗ Leb|C).

To prove that Ñ∗ is Radon we take η(x) = 1[−∞,−δ]∪[δ,∞], δ > 0 and look at

E
(
Ñ∗(η)

)
= E

∞∑
i=1

∑
u∈H

V(ξi)η( jih(vi, u)) ≤ ‖V‖∞ E
∞∑

i=1

∑
u∈H

η( jih(vi, u)) ,

where ‖V‖∞ := supy∈CV(y) < ∞ by Lemma 3.3.3. From above, we get E
(
Ñ∗(η)

)
< ∞

by an exact same argument as in the case of N∗ . This proves Ñ∗ is Radon.

Observe that because of (3.3.1) Ñn can also be written as

Ñn =
∑
t∈Hn

m(t, n)
nq δ(cn)−p/αXt (3.3.17)

where m(t, n) is as in (3.3.5) and Hn is as in (2.7.21). The weak convergence of Ñn is

established in two steps as in the proof of the weak convergence of Nn. Namely, we first

show that

Ñ(2)
n :=

∞∑
i=1

∑
t∈Hn

m(t, n)
nq δ(cn)−p/α jih(vi,ui⊕t) (3.3.18)

converges to Ñ∗ weakly inM and then show that Ñn must have the same weak limit as

Ñ(2)
n .

Another use of the scaling property of να yields the Laplace functional of Ñ(2)
n (g ≥ 0

continuous with compact support) as

E
(
e−Ñ(2)

n (g)
)

(3.3.19)

= exp
{
−

1
(cn)p

∫
|x|>0

∫
W

∑
u∈H

(
1 − e−

1
nq

∑
t∈Hn m(t,n) g(xh(v,u⊕t))

)
ν(dv)να(dx)

}
which needs to be shown to converge to (3.3.7). As before we first assume that h is

compactly supported i.e., for some positive integer M

h(v, u)IW×Hc
M

(v, u) ≡ 0 . (3.3.20)
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Recall from Section 2.7 that each HM is finite and HM ↑ H as M → ∞. Using properties

(2.7.19), (2.7.20) and the compact support assumption (3.3.20) the integral in (3.3.19)

becomes

1
(cn)p

" ∑
u∈Hn+M

1 − exp

−∑
t∈Hn

m(t, n)
nq g

(
xh(v, u ⊕ t)

)

ν(dv)να(dx) ,

which, by a change of variable, equals

1
(cn)p

" ∑
u∈Hn+M

1 − exp

−∑
w∈A′n

m(w 	 u, n)
nq g

(
xh(v,w)

)

ν(dv)να(dx)

=: In .

Here w 	 u := w ⊕ u−1 and A′n = HM ∩ {w′ : w′ 	 u ∈ Hn}.

We claim that for all n > M

m(u−1, n − M) ≤ m(w 	 u, n) ≤ m(u−1, n + M) . (3.3.21)

The first inequality follows, for example, because

τ ∈ [−(n − M)1, (n − M)1] ∩ (u−1 + K)

if and only if

τ + w ∈ [−n1, n1] ∩
(
(w 	 u) + K

)
.

Similarly we can prove the second inequality in (3.3.21).

We bound In using (3.3.21) by

1
(cn)p

" ∑
u∈Hn+M

1 − exp

−∑
w∈A′n

m(u−1, n + M)
nq g

(
xh(v,w)

)
 ν(dv)να(dx)
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=
1

(cn)p

" ∑
u∈Hn+M

1 − exp

−∑
w∈A′n

m(u−1, n)
nq g

(
xh(v,w)

)
 ν(dv)να(dx)

+ o(1) =: I′n + o(1) . (3.3.22)

To prove (3.3.22) observe that using the inequality |e−a − e−b| ≤ |a − b|, (a, b > 0) the

difference of the two integrals above can be bounded by

1
(cn)p

∑
u∈Hn+M

(
m(u−1, n + M) − m(u−1, n)

nq

)
×

" ∑
w∈HM

g
(
xh(v,w)

)
ν(dv)να(dx)

which converges to 0 as n→ ∞ because" ∑
w∈HM

g
(
xh(v,w)

)
ν(dv)να(dx) < ∞

by the exact same argument given in the proof of (3.2.9), and Lemma 3.3.3 together

with (2.7.22) implies∣∣∣∣∣∣∣ 1
(cn)p

∑
u∈Hn+M

(
m(u−1, n + M) − m(u−1, n)

nq

)∣∣∣∣∣∣∣
=

1
(cn)p

∑
u∈Hn+M

((n + M
n

)q m(u, n + M)
(n + M)q −

m(u, n)
nq

)
= o(1) +

1
cp

[ (n + M
n

)p+q 1
(n + M)p

∑
u∈Hn+M

m(u, n + M)
(n + M)q

−
1
np

∑
u∈Hn

m(u, n)
nq

]
→ 0 .

This proves (3.3.22), which yields In ≤ I
′
n + o(1). Similarly we can also get a lower

bound of In and establish that In ≥ I
′
n + o(1). Hence, in order to complete the proof

of weak convergence of Ñ(2)
n to Ñ∗ under the compact support assumption (3.3.20), it is

enough to show that

I′n =
1

(cn)p

" ∑
u∈Hn+M

1 − exp

−m(u, n)
nq

∑
w∈A′n

g
(
xh(v,w)

)
 ν(dv)να(dx)
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converges to

l
1
cp

∫
C

∫
|x|>0

∫
W

1 − exp

−V(y)
∑

w∈HM

g(xh(v,w))


 ν(dv)να(dx)dy . (3.3.23)

To this end we decompose the integral I′n into two parts as before.

I′n

=
1

(cn)p

" ∑
u∈Hn−M

1 − exp

−m(u, n)
nq

∑
w∈HM

g
(
xh(v,w)

)
 ν(dv)να(dx)

+
1

(cn)p

" ∑
u∈B′n

1 − exp

−m(u, n)
nq

∑
w∈A′n

g
(
xh(v,w)

)
 ν(dv)να(dx)

=: J′n + L′n

for all n > M. Here B′n = Hn+M ∩ Hc
n−M. For 1 ≤ k ≤ l let

J′k,n

=
1

(cn)p

" ∑
u∈Fk,n−M

1 − exp

−m(u, n)
nq

∑
w∈HM

g
(
xh(v,w)

)
 ν(dv)να(dx) .

Clearly J′n =
∑l

k=1 J′k,n. We will show that each J′k,n, 1 ≤ k ≤ l converges to (3.3.23)

except for the factor l.

Fix k ∈ {1, 2, . . . , l}. Repeating the argument in the proof of (3.3.22) we obtain for

all n > M,

J′k,n

= o(1) +
"

1
(cn)p

∑
u∈Fk,n−M

(
1 − e−

m(u,n−M+L)
nq

∑
w∈HM g

(
xh(v,w)

))
ν(dv)να(dx)

= o(1) +
(n − M + L

cn

)p

×"
1

(n − M + L)p

∑
α∈Q(k)

n−M

(
1 − e−

m(xk+Uα,n−M+L)
nq

∑
w∈HM g

(
xh(v,w)

))
ν(dv)να(dx)

83



which can be estimated using (3.3.14) as follows:

≤ o(1) +
(n − M + L

cn

)p

×∫
|x|>0

∫
W

∫
C

(
1 − e−

m(xk+
∑p

i=1[(n−M+L)yi]ui ,n−M+L)

nq
∑

w∈HM g
(

xh(v,w)
))

dy ν(dv) να(dx) .

By Lemma 3.3.3 there is a constant κ > 0 such that the above integrand sequence is

dominated by

1 − exp

−κ ∑
w∈HM

g
(
xh(v,w)

)
which can be shown to be integrable using an argument similar to the one in the proof

of (3.2.9). Hence Lemma 3.3.3 together with dominated convergence theorem yields

∫
|x|>0

∫
W

∫
C

(
1 − e−

m(xk+
∑p

i=1[(n−M+L)yi]ui ,n−M+L)

nq
∑

w∈HM g
(

xh(v,w)
))

dy ν(dv) να(dx)

→

∫
C

∫
|x|>0

∫
W

1 − exp

−V(y)
∑

w∈HM

g(xh(v,w))


 ν(dv)να(dx)dy .

This shows

lim sup
n→∞

J′k,n

≤
1
cp

∫
C

∫
|x|>0

∫
W

1 − exp

−V(y)
∑

w∈HM

g(xh(v,w))


 ν(dv)να(dx)dy .

Similarly we can also prove that

lim inf
n→∞

J′k,n

≥
1
cp

∫
C

∫
|x|>0

∫
W

1 − exp

−V(y)
∑

w∈HM

g(xh(v,w))


 ν(dv)να(dx)dy .
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Hence, J′n converges to (3.3.23) as n → ∞. To establish the weak convergence of Ñ(2)
n

when h is compactly supported it remains to prove that L′n → 0 as n → ∞. This is easy

because

L′n

≤
1

(cn)p

" ∑
u∈B′n

1 − exp

−m(u, n)
nq

∑
w∈HM

g
(
xh(v,w)

)
 ν(dv)να(dx)

=
1

(cn)p

" ∑
u∈Hn+M

1 − exp

−m(u, n)
nq

∑
w∈HM

g
(
xh(v,w)

)

ν(dv)να(dx)

−
1

(cn)p

" ∑
u∈Hn−M

1 − exp

−m(u, n)
nq

∑
w∈HM

g
(
xh(v,w)

)

ν(dv)να(dx)

→ 0

since the first term can also be shown to converge to the same limit as the second term

by the exact same argument as above.

To remove the assumption of compact support on the function h, for a general h ∈

Lα(ν ⊗ τ) define

hM(v, u) = h(v, u)IHM (u), M ≥ 1. (3.3.24)

Notice that each hM satisfies (3.3.20) and that hM → h almost surely as well as in

Lα(ν ⊗ τ) as M → ∞. Denote

Ñ(2,M)
n =

∞∑
i=1

∑
t∈Hn

m(t, n)
nq δ(cn)−p/α jihM(vi,ui⊕t) , (3.3.25)

for M, n ≥ 1, and

Ñ(M)
∗ =

∞∑
i=1

∑
u∈H

V(ξi)δ jihM(vi,u) , M ≥ 1 (3.3.26)

with the notations as above. We already know that for every M ≥ 1, Ñ(2,M)
n ⇒ Ñ(M)

∗

weakly in the spaceM as n → ∞. Therefore, to establish Ñ(2)
n ⇒ Ñ∗, it is enough to
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show two things:

Ñ(M)
∗ ⇒ Ñ∗ weakly as M → ∞ (3.3.27)

and

lim
M→∞

lim sup
n→∞

P(|Ñ(2,M)
n (g) − Ñ(2)

n (g)| > ε) = 0 (3.3.28)

for all ε > 0 and for every non-negative continuous function g with compact support

on [−∞,∞] − {0}. Claim (3.3.27) is easy since the Laplace functional of Ñ(M)
∗ , which

is obtained by replacing h in (3.3.7) by hM, converges by dominated convergence the-

orem to (3.3.7) for every non-negative continuous function g with compact support on

[−∞,∞] − {0}. The proof of (3.3.28) is along the same line as the proof of (3.2.15).

Using similar calculations we have

E|Ñ(2,M)
n (g) − Ñ(2)

n (g)|

=
∑
t∈Hn

m(t, n)
nq E

 ∞∑
i=1

g((cn)−p/α jih(vi, ui ⊕ t))I(N(ui ⊕ t) > M)


=

 1
(cn)p

∑
t∈Hn

m(t, n)
nq

 ∫
W

∫
|x|>0

∑
u∈Hc

M

g(x f (v, u))να(dx)ν(dv) .

The integral ∫
W

∫
|x|>0

∑
u∈Hc

M

g(x f (v, u))να(dx)ν(dv)→ 0

as M → ∞ by repeating the argument given in the proof of (3.2.15). Hence, by Lemma

3.3.3, (3.3.28) follows and so does Ñ(2)
n ⇒ Ñ∗ without the assumption of compact sup-

port.

To complete the proof of the theorem, we need to prove (with ρ being the vague

metric onM) that for all ε > 0

P[ρ(Ñn, Ñ(2)
n ) > ε]→ 0 (n→ ∞)

and for this, it suffices to show that for every non-negative continuous function g with
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compact support on [−∞,∞] − {0},

P(|Ñn(g) − Ñ(2)
n (g)| > ε)

= P


∣∣∣∣∣∣∣∑t∈Hn

m(t, n)
nq

g (
Xt

(cn)p/α

)
−

∞∑
i=1

g
(

jih(vi, ui ⊕ t)
(cn)p/α

)
∣∣∣∣∣∣∣ > ε

 (3.3.29)

→ 0

as n→ ∞. By Lemma 3.3.3, (3.3.29) would follow from

P


∣∣∣∣∣∣∣∑t∈Hn

g (
Xt

(cn)p/α

)
−

∞∑
i=1

g
(

jih(vi, ui ⊕ t)
(cn)p/α

)
∣∣∣∣∣∣∣ > ε/κ0

→ 0 . (3.3.30)

Here κ0 is as in (3.3.15). Once again, following verbatim the proof of (3.14) in Resnick

and Samorodnitsky (2004), we can establish (3.3.30) and complete the proof of this

theorem. �

Remark 3.3.4. Note that the above theorem together with Lemma 3.20 in Resnick

(1987) implies that the sequence of point process (3.1.1) with the choice bn ∼ np/α

is not tight and hence does not converge weakly inM. Furthermore, {Nn} will not con-

verge weakly to a nontrivial limit for any other choice of normalizing sequence {bn}. All

the points of {Nn} will be driven to zero if bn grows faster than np/α. This follows from

(2.7.23), which also implies that if we select bn to grow slower than np/α then we will

see an accumulation of mass at infinity. Only bn ∼ np/α places the points at the right

scale, but they repeat so much due to long memory, that the point process itself has to

be normalized by nq in order to ensure weak convergence.

We end this section by considering a simple example and computing the weak limit

of the corresponding random measure (properly normalized {Nn}) using Theorem 3.3.1.

This will help us understand the result as well as get used to the notations.

Example 3.3.1. Suppose d = 2, and define the Z2-action {φ(t1,t2)} on S = R as

φ(t1,t2)(x) = x + t1 − t2 .
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Take any f ∈ Lα(S , µ) where µ is the Lebesgue measure on R and define a stationary

SαS random field {X(t1,t2)} as follows

X(t1,t2) =

∫
R

f
(
φ(t1,t2)(x)

)
M(dx), t1, t2 ∈ Z ,

where M is a SαS random measure on R with control measure µ. Note that the above

representation of {X(t1,t2)} is of the form (2.3.3) generated by a measure preserving con-

servative action with c(t1,t2) ≡ 1.

In this case, using the notations as above, we have

K = {(t1, t2) ∈ Z2 : t1 = t2}

which implies A ' Z2/K ' Z , and

F = {(t1, 0) : t1 ∈ Z} .

In particular we have p = q = l = 1, and

U =

 1

0

 , V =

 1

1


so that

C = {y ∈ R : there exists λ ∈ R such that ‖Uy + Vλ‖∞ ≤ 1}

= {y ∈ R : |y + λ| ≤ 1 for some λ ∈ [−1, 1]} = [−2, 2] .

For all y ∈ C = [−2, 2] we have

Py = {λ ∈ [−1, 1] : |y + λ| ≤ 1} =


[−(1 + y), 1] y ∈ [−2, 0)

[−1, 1 − y] y ∈ [0, 2]

which yields

V(y) = 2 − |y| , y ∈ [−2, 2] .
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Clearly, {X(t1,0)}t1∈Z is a stationary SαS process generated by a dissipative flow

{φ(t1,0)}t1∈Z. Hence, by Theorem 4.4 in Rosiński (1995), there is a σ-finite standard mea-

sure space (W, ν) and a function h ∈ Lα(W × Z, ν ⊗ lZ) such that

X(t1,0)
d
=

∫
W×Z

h(v, t1 + s)M(dv, ds) , t1 ∈ Z .

Here lZ is the counting measure on Z, and M is a SαS random measure on W × Z with

control measure ν ⊗ lZ. Let

∞∑
i=1

δ( ji,vi,ξi) ∼ PRM
(
να ⊗ ν ⊗

1
4

Leb|[−2,2]
)

be Poisson random measure on ([−∞,∞] − {0}) × W × [−2, 2]. In this example, c =(
l|C|

)1/p
= 4 and

Ñn = n−1
∑
|t1 |, |t2 |≤n

δ(4n)−1/αX(t1 ,t2) , n = 1, 2, . . . .

Since {φu}u∈F is a dissipative group action and (3.3.1) holds in this case, we can use

Theorem 3.3.1 and conclude that

Ñn ⇒

∞∑
i=1

∑
t1∈Z

(
2 − |ξi|

)
δ jih(vi,t1)

weakly in the spaceM.

Remark 3.3.5. Note that Ñn can also be written as follows:

Ñn =

2n∑
k=−2n

(
2 −
|k|
n
+

1
n

)
δ(4n)−1/αYk

where Yk = X(k,0). Only a few of the Yk’s are not driven to zero by the normalization

bn = (4n)−1/α. By stationarity, these rare k’s are distributed uniformly in {−2n,−2n +

1, . . . , 2n}. Hence, one should expect the above weak limit of Ñn.
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Chapter 4

Continuous Parameter Fields

4.1 Introduction

In this chapter, we look at stationary SαS continuous parameter non-Gaussian random

fields, which can be defined in parallel to the discrete-parameter case (see Section 2.1).

Our goal is to present the continuous-parameter analogue of some of the results in Chap-

ter 2. We will assume throughout this chapter that the random field X = {Xt}t∈Rd is

measurable.

The connection to the ergodic theory of nonsingular group actions is present in the

continuous-parameter case as well (see, for example, Rosiński (1995) and Rosiński

(2000)). However, the notions of conservative and dissipative actions were not known

for nonsingular Rd-actions. In Section 4.2 we develop these notions and obtain a

conservative-dissipative decomposition for the Rd case using a result of Varadarajan

(1970). The major difference with the discrete-parameter case is the following: when

we make statements about sets (e.g., equality or disjointness of two sets) which are un-

derstood as holding up to a set of measure zero with respect to the underlying measure,

we had better be careful, or else we may end up with a measurability problem (see, for

instance, Remark 4.2.3). This makes Section 4.2 more technical and challenging than

Section 2.2.

Section 4.3 focuses on the continuous-parameter extensions of the structure results

presented in Section 2.3. In particular, we connect the decomposition of SαS random

fields obtained in Rosiński (2000) to the ergodic theoretic notions introduced in Section

4.3. We also observe, in this section, that any stationary measurable random field is

90



continuous in probability, which is applied in Section 4.4 to get a separable version of

X and avoid measurability problems related to an uncountable maximum.

The main objective of Section 4.4 is to compute the rate of growth of the maxima of

the random field and establish a continuous-parameter analogue of the phase transition

observed in Theorem 2.6.1. As in the discrete-parameter case, this phase transition can

be regarded as a change from short to long memory of the field.

4.2 More Ergodic Theory

In this section we build up the theory of nonsingular Rd-actions based on the results

discussed in Section 2.2. Suppose (S ,S, µ) is a σ-finite standard measure space and

(G,+) is a topological group with identity element 0 and Borel σ-field G. A collection

of maps φt : S → S , t ∈ G is called a group action of G on S if

1. (t, s) 7→ φt(s) is jointly measurable,

2. φ0 is the identity map on S , and

3. φu+v = φu ◦ φv for all u, v ∈ G .

A group action {φt}t∈G of G on S is called nonsingular if µ ◦ φt ∼ µ for all t ∈ G .

From Section 2.2 we know if G is countable then we can define conservative and

dissipative parts of the group action {φt}t∈G using the notion of wandering sets. It is

impossible to do the same for an action of an uncountable group. However, the following

machineries enable us to define conservative and dissipative parts for nonsingular Rd-

actions using the structure of Rd. Let B be the Borel σ-field and λ be the Lebesgue

measure on Rd.
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Definition 4.2.1. A countable subgroup Γ ⊆ Rd is called a lattice in Rd if there exists

F ∈ B with λ(F) < ∞ such that {γ + F : γ ∈ Γ} are disjoint and
⋃

γ∈Γ(γ + F) = Rd.

Clearly, Γn := 1
2n Zd are lattices in Rd for all n ≥ 0. This sequence of lattices will play

a very significant role in the following result, which is a partial extension of Proposi-

tion 1.6.4 and Corollary 1.6.5 in Aaronson (1997) to not necessarily measure preserving

Rd-actions. This result enables us to define conservative and dissipative parts of a non-

singular Rd-action.

Proposition 4.2.1. Conservative (resp. dissipative) parts of the actions {φt}t∈Γn , n ≥ 0,

are all equal modulo µ.

Proof. For all n ≥ 0, let Cn be the conservative part of {φt}t∈Γn . Fix m ≥ 0. We will show

Cm = C0 mod µ . (4.2.1)

By Theorem 8.10 of Varadarajan (1970) there exists a jointly measurable real valued

function (t, s) 7→ wt(s) on Rd × S which is positive everywhere and for λ-almost all

t ∈ Rd, s 7→ wt(s) is a version of the Radon-Nikodym derivative dµ◦φt
dµ . Without

loss of generality, we can assume that wγ(·) is a version of dµ◦φγ
dµ for all γ ∈ Γm and

w0 ≡ 1. Let Fm := [0, 1
2m 1), where 1 = (1, 1, . . . , 1) ∈ Rd as before, but, for all

u = (u(1), u(2), . . . , u(d)) ∈ Rd, v = (v(1), v(2), . . . , v(d)) ∈ Rd,

[u, v) := {x ∈ Rd : u(i) ≤ x(i) ≤ v(i) for all i = 1, 2, . . . , d} . (4.2.2)

We define, for all t ∈ Fm, and for all γ ∈ Γm,

w(m)
γ+t(s) = wt ◦ φγ(s) wγ(s) . (4.2.3)

Clearly for λ-almost all τ ∈ Rd, the above definition yields s 7→ w(m)
τ (s) to be a version

of the Radon-Nikodym derivative dµ◦φτ
dµ keeping (τ, s) 7→ w(m)

τ (s) jointly measurable. Let

S 0 :=
{
s ∈ S : wγ1+γ2(s) = wγ1 ◦ φγ2(s) wγ2(s) for all γ1, γ2 ∈ Γm

}
.
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Then, by our assumption, µ(S − S 0) = 0. We claim that for all s0 ∈ S 0 we have

w(m)
γ0+t0(s0) = w(m)

t0 ◦ φγ0(s0) w(m)
γ0

(s0) for all γ0 ∈ Γ0, t0 ∈ F0 . (4.2.4)

To prove this, let t0 = γ1 + t1 where γ1 ∈ Γm and t1 ∈ Fm. Then γ′1 = γ0 + γ1 ∈ Γm. For

all s0 ∈ S 0, repeated use of (4.2.3) yields,

w(m)
γ0+t0(s0) = w(m)

γ′1+t1
(s0)

= w(m)
t1 ◦ φγ′1(s0) w(m)

γ′1
(s0)

= w(m)
t1 ◦ φγ′1(s0) w(m)

γ1
◦ φγ0(s0) w(m)

γ0
(s0)

=

[(
w(m)

t1 ◦ φγ1

)
w(m)
γ1

]
◦ φγ0(s0) w(m)

γ0
(s0)

= w(m)
t0 ◦ φγ0(s0) w(m)

γ0
(s0)

proving (4.2.4).

Taking g ∈ L1(S , µ), g > 0, we get, for all s0 ∈ S 0,∫
Rd

h ◦ φt(s0)w(m)
t (s0)λ(dt) =

∑
γ∈Γ0

∫
γ+F0

h ◦ φt(s0)w(m)
t (s0)λ(dt)

=
∑
γ∈Γ0

∫
F0

h ◦ φγ+t(s0)w(m)
γ+t(s0)λ(dt)

=
∑
γ∈Γ0

g0 ◦ φγ(s0)w(m)
γ (s0)

by (4.2.4), where

g0(s) :=
∫

F0

h ◦ φt(s)w(m)
t (s)λ(dt) > 0 , s ∈ S .

Using Fubini’s Theorem we have∫
S

g0(s)µ(ds) =
∫

F0

∫
S

h ◦ φt(s)w(m)
t (s)µ(ds)λ(dt)

= λ(F0)
∫

S
h(s)µ(ds) < ∞ ,
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which proves g0 ∈ L1(S , µ). Similarly we can show using (4.2.3) and Fubini’s Theorem

that for all s ∈ S , ∫
Rd

h ◦ φt(s)w(m)
t (s)λ(dt) =

∑
γ∈Γm

gm ◦ φγ(s)w(m)
γ (s) ,

where gm(s) :=
∫

Fm

h ◦ φt(s)w(m)
t (s)λ(dt) > 0, gm ∈ L1(S , µ). Hence, by Corollary 2.2.4

we get

Cm ∩ S 0 = C0 ∩ S 0 = {s ∈ S 0 :
∫

Rd
h ◦ φt(s)w(m)

t (s)λ(dt) = ∞}

from which (4.2.1) follows. �

Motivated by this proposition, we introduce the notion of conservative and dissipa-

tive parts of an Rd-action as follows.

Definition 4.2.2. The conservative (resp. dissipative) part of {φt}t∈Rd is defined to be C0

(resp. D0 := S − C0), the conservative (resp. dissipative) part of {φt}t∈Zd .

Suppose rt(s) = w(0)
t (s), t ∈ Rd, s ∈ S . Then from the proof of previous proposition we

get the following corollary, which is the continuous-parameter analogue of Corollary

2.2.4.

Corollary 4.2.2. For any h ∈ L1(S , µ), h > 0, the conservative part of {φt}t∈Rd is given

by

C = {s ∈ S :
∫

Rd
h ◦ φt(s)rt(s)λ(dt) = ∞} mod µ .

As in the discrete case, the action {φt} is called conservative if S = C and dissipative if

S = D .

Remark 4.2.3. We know that the Radon-Nikodym derivatives {dµ◦φt
dµ } induced by the

group action {φt} satisfy the equations

dµ ◦ φt1+t2

dµ
=

dµ ◦ φt1

dµ
×

dµ ◦ φt2

dµ
◦ φt1 for all t1 and t2
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except on a set of measure zero. However, this exceptional set depends on t1 and t2,

which are both uncountably many. This may lead us to technical difficulties because we

will use the above equation quite a few times in the next section. In order to resolve this

problem, {rt} is constructed carefully here using the result of Varadarajan (1970). As we

will see, {rt} will play a very significant role in what follows.

4.3 Structure of Stationary SαS Random Fields

Suppose X = {Xt}t∈Rd is a measurable SαS random field, 0 < α < 2. Theorem 13.2.1

in Samorodnitsky and Taqqu (1994) implies that X has an integral representation of the

from

Xt
d
=

∫
S

ft(s)M(ds), t ∈ Rd , (4.3.1)

where M is a SαS random measure on some standard Borel space (S ,S) with σ-finite

control measure µ and ft ∈ Lα(S , µ) for all t ∈ Rd. Since the random field is assumed to

be measurable, by Theorem 11.1.1 in Samorodnitsky and Taqqu (1994)) we can always

choose the kernel { ft} in such a way that (t, s) 7→ ft(s) is jointly measurable on Rd × S .

Such an integral representation is called a measurable representation of X. As in the

discrete-parameter case, ft’s are deterministic functions and hence all the randomness

of X is hidden in the random measure M, and the inter-dependence of the Xt’s is captured

in { ft}. As before, we can again assume, without loss of generality, that the family { ft}

satisfies the full support assumption

Support
(

ft, t ∈ Rd
)
= S . (4.3.2)

As in the discrete-parameter case the integral representation takes of a special form

provided {Xt} is stationary. See, once again, Rosiński (1995) for the d = 1 case and

95



Rosiński (2000) for a general d. Specifically, every measurable minimal representation

(this can be defined in parallel to Definition 2.3.1 and such a representation exists by

Theorem 2.2 in Rosiński (1995)) of X turns out to be of the form

ft(s) = ct(s)
(
dµ ◦ φt

dµ
(s)

)1/α

f ◦ φt(s), t ∈ Rd , (4.3.3)

where f ∈ Lα(S , µ), {φt}t∈Rd is a nonsingular Rd-action on (S , µ) and {ct}t∈Rd is a measur-

able cocycle for {φt} taking values in {−1,+1} i.e., (t, s) 7→ ct(s) is a jointly measurable

map Rd × S → {−1,+1} such that for all u, v ∈ Rd

cu+v(s) = cv(s)cu
(
φv(s)

)
for µ-a.a. s ∈ S . (4.3.4)

Conversely, if { ft} is of the form (4.3.3) then {Xt} defined by (4.3.1) is a stationary SαS

random field.

Remark 4.3.1. We can always choose the cocycle {ct} in (4.3.3) in such way that (4.3.4)

holds for all (u, v, s) ∈ Rd × Rd × S . This follows by Appendix B9 in Zimmer (1984).

In order to study the measurable stationary SαS random fields we first establish

that any measurable stationary random field indexed by Rd is continuous in probability.

In the one-dimensional case, the corresponding result for measurable processes with

stationary increments was proved by Surgailis et al. (1998).

Proposition 4.3.2. Suppose X = {Xt}t∈Rd be a measurable stationary random field. Then

X is continuous in probability i.e., for every t0 ∈ Rd, Xt
p
−→ Xt0 whenever t → t0.

Proof. It is enough to show {XM
t }t∈Rd is continuous in probability for all M > 0, where

XM
t =


Xt if |Xt| ≤ M,

0 otherwise.

Hence, without loss of generality, we can assume that ‖X0‖2 < ∞ where ‖ · ‖2 denotes

the L2-norm.
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Let (Ω,A, P) be the underlying probability space, and Σ be the path space

Σ := {(Xt(ω), t ∈ Rd) : ω ∈ Ω} .

Define {φt}t∈Rd on Σ as follows:

φt(u)(s) = u(s + t) for all u ∈ Σ .

By measurability of X it follows that {φt} is an Rd-action. Define σ to be the induced

probability measure on the path space Σ, namely

σ(A) = P
(
{ω : (Xt(ω), t ∈ Rd) ∈ A}

)
.

Stationarity of X implies that {φt} preserves σ. For all t ∈ Rd, define a random variable

Yt on Σ as

Yt(u) = u(t) for all u ∈ Σ .

Note that

Yt =

√
dσ ◦ φt

dσ
Y0 ◦ φt for all t ∈ Rd

and by our assumption Y0 ∈ L2(Σ, σ). Hence using Banach’s theorem for Polish groups

(see Section 1.6 in Aaronson (1997)) it follows that t 7→ Yt is L2-continuous, which is

same as saying t 7→ Xt is L2-continuous, which implies the result. �

As is the discrete-parameter case, we say that a measurable stationary SαS random

field {Xt}t∈Rd is generated by a nonsingular Rd-action {φt} on (S , µ) if it has an integral

representation of the form (4.3.3) satisfying (4.3.2). The following result, which is the

continuous-parameter analogue of Proposition 2.3.3, yields that the classes of measur-

able stationary SαS random fields generated by conservative and dissipative actions are

disjoint.

Let T0 ∈ B, T0 ⊆ F0 = [0, 1) be such that µ(F0−T0) = 0 and for all t ∈ T0, s 7→ wt(s)

is a version of dµ◦φt
dµ where {wt(s)} is as in Section 4.2. Let T =

⋃
γ∈Γ0

(γ + T0). Then for
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all t ∈ T, s 7→ rt(s) is a version of dµ◦φt
dµ . Here {rt(s)} is also as defined in Section 4.2.

Define, for t ∈ Rd,

f̃t(s) = ct(s) f ◦ φt(s)(rt(s))1/α , s ∈ S . (4.3.5)

Proposition 4.3.3. Suppose {Xt}t∈Rd is a measurable stationary SαS random field gen-

erated by a nonsingular Rd-action {φt} on (S , µ) and { ft} is given by (4.3.3). Also let C

andD be the conservative and dissipative parts of {φt}. Then we have

C = {s ∈ S :
∫

Rd
| f̃t(s)|α = ∞} mod µ, and

D = {s ∈ S :
∫

Rd
| f̃t(s)|α < ∞} mod µ ,

where { f̃t} is as in (4.3.5). In particular, if a stationary SαS random field {Xt}t∈Rd is

generated by a conservative (dissipative, resp.) Rd-action, then in any other integral

representation of {Xt} of the form (4.3.3) satisfying (4.3.2), the Rd-action must be con-

servative (dissipative, resp.).

Proof. Since {Xt} is stationary and measurable, we have {Xt} is continuous in probability

which implies { ft} is Lα-continuous. Hence using (4.3.2) and the fact that T is dense in

Rd it follows that

S upport{ f̃t : t ∈ T } = S (4.3.6)

from which we get by Fubini’s Theorem that∫
T
| f̃t(s)|αλ(dt) > 0 for µ-a.a. s ∈ S . (4.3.7)

Let

h(s) =
∑
γ∈Zd

aγ

∫
γ+T0

| f̃t(s)|αdλ(t) , s ∈ S ,

where aγ > 0 for all γ ∈ Zd and
∑
γ∈Zd aγ = 1. Clearly, h ∈ L1(S , µ) and by (4.3.7),

h > 0. Let

S ′ :=
{
s ∈ S : wγ1+γ2(s) = wγ1 ◦ φγ2(s) wγ2(s) for all γ1, γ2 ∈ Zd} .
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Then µ(S − S ′) = 0 and for all s ∈ S ′ we have

∑
β∈Zd

h ◦ φβ(s)rβ(s)

=
∑
β∈Zd

∑
γ∈Zd

aγ

∫
γ+T0

∣∣∣ f̃t
(
φβ(s)

)∣∣∣αrβ(s)λ(dt)

=
∑
β∈Zd

∑
γ∈Zd

aγ

∫
γ+T0

∣∣∣ f (φt+β(s)
)∣∣∣αrt

(
φβ(s)

)
rβ(s)λ(dt)

=
∑
β∈Zd

∑
γ∈Zd

aγ

∫
T0

∣∣∣ f (φt+β+γ(s)
)∣∣∣αrt+γ

(
φβ(s)

)
rβ(s)λ(dt) ,

the last step following by translation invariance of λ. Using the definition of S ′ and

(4.2.3) for m = 0 this equals

=
∑
β∈Zd

∑
γ∈Zd

aγ

∫
T0

∣∣∣ f (φt+β+γ(s)
)∣∣∣αrt

(
φβ+γ(s)

)
rγ

(
φβ(s)

)
rβ(s)λ(dt)

=
∑
γ∈Zd

aγ
∑
β∈Zd

∫
T0

∣∣∣ f (φt+β+γ(s)
)∣∣∣αrt

(
φβ+γ(s)

)
rβ+γ(s)λ(dt)

=
∑
β∈Zd

∫
T0

∣∣∣ f (φt+β(s)
)∣∣∣αrt

(
φβ(s)

)
rβ(s)λ(dt)

=
∑
β∈Zd

∫
T0

∣∣∣ f (φt+β(s)
)∣∣∣αrt+β(s)λ(dt) ,

which, by another use of translation invariance of λ, becomes

=
∑
β∈Zd

∫
β+T0

∣∣∣ f (φt(s)
)∣∣∣αrt(s)λ(dt)

=

∫
T
| f̃t(s)|αλ(dt) =

∫
Rd
| f̃t(s)|αλ(dt) .

Hence, by Corollary 2.2.4, we have

C = C0 = {s ∈ S :
∑
β∈Zd

h ◦ φβ(s)rβ(s) = ∞}

= {s ∈ S :
∫

Rd
| f̃t(s)|αλ(dt) = ∞} mod µ .

This completes the proof of the first part.
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To prove the second part, let {ψt} be a Rd-action on (Y, ν) which also generates

{Xt}t∈Rd . This means

gt = ut

(
dν ◦ ψt

dν

)1/α

g ◦ ψt , t ∈ Rd

is another representation of {Xt} satisfying the full support condition (4.3.2) where

g ∈ Lα(Y, ν), and {ut}t∈Rd is a measurable cocycle for {ψt}. We have to show {ψt} is

conservative as well. By the first part, it is enough to show that∫
Rd
|g̃t(s)|αλ(dt) = ∞ for µ-a.a. s ∈ S , (4.3.8)

where for all t ∈ Rd,

g̃t(s) = ut(s)g ◦ ψt(s)(qt(s))1/α , s ∈ S .

and {qt} is constructed for {ψt} following verbatim the construction of {rt} in Section 4.2.

Once again using Lα-continuity of {gt} we can establish

S upport{g̃t : t ∈ T } = S . (4.3.9)

Notice that both { f̃t}t∈T and {g̃t}t∈T are integral representations of the subfield {Xt}t∈T and

{g̃t} satisfies the full support condition (4.3.9). Hence (4.3.8) follows by Theorem 1.1 in

Rosiński (1995) and an argument parallel to the discrete parameter case. �

The following continuous-parameter analogue of Corollary 2.3.4 states that the test

described in the previous proposition can be applied to any integral representation of the

random field as long as it has full support.

Corollary 4.3.4. The measurable stationary SαS random field {Xt}t∈Rd is generated by

a conservative (dissipative, resp.) Rd-action if and only if for any (equivalently, some)

measurable representation (4.3.1) of {Xt} satisfying (4.3.2), the integral∫
Rd
| ft(s)|αdλ(t) (4.3.10)

is infinite (finite, resp) µ-a.e. .
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Proof. Fix a measurable minimal representation { f (1)
t }t∈Rd of {Xt}t∈Rd . Define { f̃ (1)

t }t∈Rd

in parallel to (4.3.5). Taking a minimal representation {gt}t∈T of the subfield {Xt}t∈T

we observe once again that both the integral representations { f̃ (1)
t }t∈T and {gt}t∈T of the

subfield {Xt}t∈T satisfy the full support condition. Hence we can use Remark 2.5 in

Rosiński (1995) together with the arguments given in the discrete-parameter case twice

to conclude ∫
Rd
| ft|

αλ(dt) < ∞ µ-a.e. ⇐⇒
∫

T
| ft|

αλ(dt) < ∞ µ-a.e.

⇐⇒

∫
T
|gt|

αλ(dt) < ∞ µ-a.e.

⇐⇒

∫
T

∣∣∣ f̃ (1)
t

∣∣∣αλ(dt) < ∞ µ-a.e.

⇐⇒

∫
Rd

∣∣∣ f̃ (1)
t

∣∣∣αλ(dt) < ∞ µ-a.e. .

and since { f (1)
t }t∈Rd is of the form (4.3.3) and satisfies (4.3.2), this corollary follows from

Proposition 4.3.3. �

As in the discrete-parameter case, Proposition 4.3.3 enables us to connect the de-

composition of a stable random field into three independent parts available in Rosiński

(2000) to the conservative-dissipative decomposition of the underlying action. For the

continuous-parameter case, mixed moving average can be defined in parallel to (2.3.7)

as follows:

X d
=

{∫
W×Rd

f (v, t + s) M(dv, ds)
}

t∈Rd

, (4.3.11)

where f ∈ Lα(W×Rd, ν⊗λ), λ is the Lebesgue measure on Rd, ν is a σ-finite measure on

a standard Borel space (W,W), and the control measure µ of M equals ν ⊗ λ (see, once

again, Surgailis et al. (1993) and Rosiński (2000)). The following result gives three

equivalent characterizations of stationary SαS random fields generated by dissipative

actions.
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Theorem 4.3.5. Suppose {Xt}t∈Rd is a stationary SαS random field. Then, the following

are equivalent:

1. {Xt} is generated by a dissipative Rd-action.

2. For any measurable representation { ft} of {Xt} we have∫
Rd
| ft(s)|α < ∞ for µ-a.a. s.

3. {Xt} is a mixed moving average.

4. {Xt}t∈Γn is a mixed moving average for some (all) n ≥ 1.

Proof. 1 and 2 are equivalent by Corollary 4.3.4, and 2 and 3 are equivalent by Theorem

2.1 of Rosiński (2000). 1 and 4 are equivalent by Theorem 2.3.5. �

Therefore, in order to establish that X is a mixed moving average, it is enough to

look at one of its discrete skeleton. Theorem 4.3.5 also allows us to describe the de-

composition of a stationary SαS random field given in Theorem 3.7 of Rosiński (2000)

in terms of the ergodic theoretical properties of nonsingular Rd-actions generating the

field. The statement of the following corollary is an extension of the one-dimensional

decomposition in Theorem 4.3 in Rosiński (1995) to random fields.

Corollary 4.3.6. A stationary SαS random field X has a unique in law decomposition

Xt
d
= XCt + XDt , (4.3.12)

where XC and XD are two independent stationary SαS random fields such that XD is a

mixed moving average, and XC is generated by a conservative action.

As in the discrete-parameter case, one can think of stable random fields generated

by conservative actions as having longer memory than those generated by dissipative

actions for the exact same heuristic reason.
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4.4 Rate of Growth of the Maxima

As in the discrete-parameter case, the extreme values of {Xt} tend to grow at a slower

rate if {Xt} is generated by a conservative action. For d = 1, this has been formalized in

Samorodnitsky (2004b), and in this section we will see that it turns out to be the case for

stable random fields as well. In order to extend the one-dimensional result on extremes

to higher dimensions we need to assume that X = {Xt}t∈Rd is locally bounded apart from

being stationary and measurable. If further X is separable then

Mτ = sup
0≤s≤τ1

|Xs|, τ ≥ 0, (4.4.1)

is a well-defined finite-valued stochastic process. Here,

u = (u(1), u(2), . . . , u(d)) ≤ v = (v(1), v(2), . . . , v(d))

means u(i) ≤ v(i) for all i = 1, 2, . . . , d and 1 := (1, 1, . . . , 1) ∈ Rd. Since X is stationary

and measurable, it is continuous in probability by Proposition 4.3.2. Therefore, taking

its separable version the above maxima process can be defined by

Mτ = sup
s∈[0, τ1]∩Γ

|Xs|, τ ≥ 0, (4.4.2)

where Γ :=
⋃∞

n=1 Γn =
⋃∞

n=1
1
2n Zd and [u, v] := {s ∈ Rd : u ≤ s ≤ v}. This will avoid the

usual measurability problems of the uncountable maximum (4.4.1). Another advantage

of this method is that a lot of uncountable suprema of functions can be treated in the

same way without bothering about the measurability issues. For instance, we write

supt∈A | ft(x)| for some set A ⊆ Rd, to mean the measurable function supt∈A∩Γ | ft(x)|.

Keeping the above discussion in mind we define, for τ ≥ 0,

bτ :=
( ∫

S
sup

0≤t≤τ1
| ft(s)|αµ(ds)

)1/α

. (4.4.3)

in parallel to (2.5.2). By local boundedness of X and Theorem 10.2.3 of Samorodnit-

sky and Taqqu (1994) it follows that bτ < ∞ for all τ ≥ 0. Also, Corollary 4.4.6 in
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Samorodnitsky and Taqqu (1994) implies that bτ does not depend on the choice of in-

tegral representation of X. As in the discrete-parameter case the rate of growth of the

maxima process depends heavily on the rate of growth of bτ.

In order to estimate the rate of growth of the maxima process (4.4.2) we first do

the same for the the deterministic function (4.4.3). As in the discrete-parameter case,

the asymptotic behavior of bτ depends heavily on the ergodic theoretic properties of the

underlying nonsingular Rd-action.

Proposition 4.4.1. (i) If the action {φt} is conservative, then

τ−d/αbτ → 0 as τ→ ∞. (4.4.4)

(ii) If the action {φt} is dissipative, then

lim
τ→∞

τ−d/αbτ =
( ∫

W
g(v)αν(dv)

)1/α

∈ (0,∞), (4.4.5)

where we can use any mixed moving average representation (4.3.11) of the random field

and

g(v) = sup
s∈Rd
| f (v, s)| for v ∈ W.

Proof. (i) Define, for n = 1, 2, 3, . . ., and for k ∈ {2 j : j = 0, 1, 2, . . .},

Uk,n :=
{

u ∈
1
k
Zd : u ≥ 0, ‖u‖∞ ≤ n

}
.

Let ε > 0. Since b1 < ∞, by monotone convergence theorem we can find a k ∈ {2 j : j =

0, 1, 2, . . .} such that ∫
S

max
u∈Uk,1

| fu(s)|αµ(ds) ≥ b1 − ε . (4.4.6)

Since {φt}t∈Rd is conservative, so is the Zd-action

ψu(s) := φu/k(s), u ∈ Zd ,
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which generates the discrete-parameter stationary SαS random field

Yu = X(u/k) =
∫

S
fu/k(s)M(ds), u ∈ Zd .

Hence, by Proposition 2.5.1, we obtain that

lim
n→∞

n−d/αb̃n = 0 , (4.4.7)

where

b̃n :=
( ∫

S
max
u∈Uk,n

| fu(s)|αµ(ds)
)1/α

, n = 0, 1, 2, . . . .

Following verbatim the argument presented in the one-dimensional case Samorod-

nitsky (2004b) we have for N = 1, 2, 3, . . .,∫
S

sup
0≤t≤N1

| ft(s)|αµ(ds) ≤ b̃αNk + Nd

(
b1 −

∫
S

max
u∈Uk,1

| fu(s)|αµ(ds)
)

≤ b̃αNk + Ndε .

This yields

bατ ≤ bαdτe ≤ b̃αkdτe + (τ + 1)dε,

from which (4.4.4) follows by (4.4.7).

(ii) For any mixed moving average representation (4.3.11) we have∫
W

g(v)αν(dv) ≤
∑
u∈Zd

∫
W

sup
u≤s≤u+1

| f (v, s)|αν(dv)

≤
∑
u∈Zd

∫
W

( ∫
[u−1,u]

sup
0≤t≤2
| f (v, s + t)|αds

)
ν(dv)

=

∫
W

∫
Rd

sup
0≤t≤2
| f (v, s + t)|αds ν(dv) = bα2 < ∞

where 2 := (2, 2, . . . , 2). The proof of (4.4.5) is exactly same as the corresponding

statement in the discrete-parameter case. One uses a direct computation to check the

claim in the case where f has compact support, that is

f (v, s) = 0 for all (v, s) with ‖s‖∞ > A for some A > 0.
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The proof in the general case follows then by approximating a general kernel f by a

kernel with a compact support. �

At this point let us recall a series representation of the subfield {Xt}0≤t≤τ1 given by

Xt
d
= bτC1/α

α

∞∑
j=1

ε jT
−1/α
j

| ft(U
(τ)
j )|

sup0≤u≤τ1 | fu(U (τ)
j )|

, (4.4.8)

t ∈ [0, τ1] ,

where ε1, ε2, . . . are i.i.d. Rademacher random variables
(
i.e., P(ε1 = 1) = P(ε1 = −1) =

1/2
)
, T1,T2, . . . is a sequence of the arrival times of a unit rate Poisson process on (0,∞),

{U (τ)
j } are i.i.d. S -valued random variables with common law ητ given by

dητ
dµ

(s) = b−ατ sup
0≤t≤τ1

| ft(s)|α, s ∈ S , (4.4.9)

and all three sequences above are independent; see, for example, Samorodnitsky and

Taqqu (1994) for details.

The next result is the continuous-parameter analogue of Theorem 2.6.1. It’s proof

is based two main ingredients, namely, Proposition 4.4.1, and the series representation

(4.4.8), and the argument is exactly same as the one-dimensional case (Theorem 2.2 in

Samorodnitsky (2004b)).

Theorem 4.4.2. Let X = {Xt}t∈Rd be a stationary, locally bounded SαS random field,

where 0 < α < 2.

(i) Suppose that X is not generated by a conservative action (i.e., the component XD in

(4.3.12) generated by the dissipative part is nonzero). Then

1
τd/α Mτ ⇒ C 1/α

α KXZα (4.4.10)

as τ→ ∞, where

KX =

(∫
W

(g(v))αν(dv)
)1/α
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and g is given by (4.4.1) for any representation of XD in the mixed moving average form

(4.3.11), Cα is the stable tail constant (see (1.2.9) in Samorodnitsky and Taqqu (1994))

and Zα is the standard Frechet-type extreme value random variable with the distribution

P(Zα ≤ z) = e−z−α , z > 0.

(ii) Suppose that X is generated by a conservative Rd-action. Then

1
τd/α Mτ

p
−→ 0 (4.4.11)

as τ→ ∞. Furthermore, with bτ given by (4.4.3),{
1
cτ

Mτ

}
is not tight for any positive functioncτ = o(bτ), (4.4.12)

while if, for some θ > 0 and c > 0,

bτ ≥ cτθ for all τ large enough (4.4.13)

then {
1
bτ

Mτ

}
is tight. (4.4.14)

Finally, for τ > 0, let {U (τ)
j } j≥1 be as in (4.4.8). Suppose that (4.4.13) holds and for any

ε > 0,

P
(
for some t ∈ [0, τ1],

| ft(U
(τ)
j )|

sup0≤u≤τ1 | fu(U (τ)
j )|

> ε, j = 1, 2
)
→ 0 (4.4.15)

as τ→ ∞. Then

1
bτ

Mτ ⇒ C 1/α
α Zα (4.4.16)

as τ→ ∞. A sufficient condition for (4.4.15) is

lim
τ→∞

bτ
τd/2α = ∞. (4.4.17)
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Remark 4.4.3. Unlike the discrete-parameter case, we cannot give a better estimate of

the rate of growth of the maxima when the underlying action is conservative. In general,

this rate depends on the action as well as on the kernel f .
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112



D. Slepian (1962): The one-sided barrier problem for Gaussian noise. Bell System Tech.

J. 41:463–501.
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